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Abstract

A camera-based online signature verification system is
proposed in this paper. One web camera is used for data
acquisition, and a sequential Monte Carlo method is used
for tracking a pen tip. Several distances are computed from
an online signature, and a fusion model trained by using Ad-
aBoost combines the distances and computes a final score.
Preliminary experiments were performed by using a private
database. The proposed system yielded an equal error rate
(EER) of 4.0%.

1. Introduction

It is becoming more important to use person authenti-
cation technologies to ensure security. Recently, biometric
person authentication technologies have been actively stud-
ied, and some of them are being used in real situations [4].
Online signature verification is a biometric person au-

thentication technology that uses data obtained while a sig-
nature is being written, and it is a promising candidate for
several reasons. First, handwritten signatures are widely
accepted as means of authentication in many countries for
various purposes, such as authorizing credit cards, banking
transactions, and signing agreements or legal documents.
Second, because online signature verification can incorpo-
rate dynamic information about a handwritten signature, it
can achieve higher accuracy than verification using static
signatures [9]. Moreover, since it is difficult to extract dy-
namic information from a static signature, it is easier to de-

tect a forgery with online signature verification compared
with verification using a static signature. Finally, a person
can modify his or her signature if it is stolen. This is a no-
table feature because physiological biometrics such as fin-
gerprints or irises cannot be modified or renewed1.
Several data acquisition devices are used for online sig-

nature verification, for example, pen-operated digital tablets
[15], Tablet PCs [2], PDAs [1], data acquisition pens [6],
and cameras [8]. Among them, pen-operated digital tablets
are the most common device for data acquisition in on-
line signature verification. However, because tablets are not
ubiquitous, they must be specially provided for online sig-
nature verification. On the other hand, web cameras have
become relatively widespread these days. Therefore, online
signature verification using web cameras for data acquisi-
tion is very promising. In this paper, therefore, we propose
an online signature verification algorithm using a web cam-
era for data acquisition.
To design a camera-based online signature verification

algorithm, the following three items should be considered:
1 The position of the web camera
2 The method for obtaining pen trajectories
3 The limited amount of data that can be obtained

In our proposed algorithm, a web camera is placed to the
side of the writing hand (at the left side for a right-handed
person and at the right side for a left-handed person). A
Sequential Monte Carlo method [3] is applied for pen tip
tracking, and online signature data are acquired as time-
series data of the pen tip position. Neither pen pressure nor

1In order to solve this problem, several template protection methods
have been proposed [5, 12]

2009 10th International Conference on Document Analysis and Recognition

978-0-7695-3725-2/09 $25.00 © 2009 IEEE

DOI 10.1109/ICDAR.2009.112

46



pen inclination information is available. Thus, several fea-
tures extracted from the time-series pen position data are
combined to improve performance.
For evaluation of the proposed algorithm, a preliminary

experiment was performed using a private online signature
database captured by a web camera. The experimental re-
sults for this private database showed an equal error rate
(EER) of 4.0%.

2. Algorithm

Figure1 depicts our camera-based online signature ver-
ification algorithm. There are two phases: an enrollment
phase and a verification phase. In the enrollment phase, a
user inputs his or her ID and writes several signatures for
enrollment. During the writing process, images are cap-
tured by the web camera. Then, the pen tip position is
tracked, and time-series pen position data are obtained. Af-
ter preprocessing, several features are extracted, and the
time-series data of the extracted features are enrolled as ref-
erence signatures and are also used for distance calculation.
Then, a mean vector of each user is calculated and stored
with the ID.
In the verification phase, a user provides his or her ID

and writes a signature (test signature). Images are captured,
and time-series data of the pen tip position are obtained. Af-
ter preprocessing, several features are extracted, and time-
series data of the extracted features are compared with the
reference signatures to calculate several distances. Then,
the calculated distances and the mean vector associated with
the user ID are input to a fusion model, and a final score is
computed. Based on this score, a decision is made.
The enrollment and verification phases involve some of

the following stages: (a) data acquisition, (b) pen tracking,
(c) preprocessing, (d) feature extraction, (e) distance calcu-
lation, (f) mean vector calculation, (g) fusion, and (h) de-
cision making. These stages are explained in this section.

2.1. Data acquisition

A web camera for data acquisition is placed to the side
of the writing hand, as depicted in Figure 2. In this fig-
ure, the web camera is placed on the left side of the writing
hand because the writer is right-handed. The best position
of the web camera for acquiring the online signature data is
considered to be just below the writing surface. However,
because the writing surface generally is not transparent, the
pen tip position cannot be acquired from below the writ-
ing surface. Munich et al. set a camera above the surface
[7]. In this position, the pen tip is sometimes covered by the
hand, and therefore, users need to adjust the camera posi-
tion in order that the pen tip can be acquired. However, this

Figure 1. Overall algorithm

Figure 2. Data acquisition.

causes rotation and size variation of the signatures. Thus,
we considered placing the camera to the side or in front of
the writing hand. It should be noted that the y-coordinate in-
formation is compressed when the camera is placed in front
of the hand, and the x-coordinate information is compressed
when the camera is placed to the side because information
along the optical axis is compressed. Y-coordinate infor-
mation has been shown to be more useful than x-coordinate
information in online signature verification [10]. Therefore,
we placed the web camera to the side of the writing hand
in this study. Using a side camera, images such as those in
Figure 3 were captured.

2.2. Pen tracking

From the images captured by the web camera, the pen
tip was tracked using the Sequential Monte Carlo method
[3]. Details of the pen tracking algorithm are described in
reference [14]. Using the pen tip position, we obtained the
online signature data shown in Figure 4. Figure 5 depicts
the obtained online signature data. Though the x-coordinate
information was slightly compressed, we can see that online
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signature data was successfully obtained. The online signa-
ture data sig obtained from the images are:

sig = (xt, yt), t = 1, 2, ..., T, (1)

where T is the number of images. Note that only the pen po-
sition trajectories are available in camera-based online sig-
nature verification.

Figure 3. Acquired image data.

Figure 4. Pen position tracking and obtained
data.

Figure 5. Shape of an acquired signature.

2.3. Preprocessing

The following transformation is performed to obtained
the signature data:

x̄t =
xt − xg

xmax − xmin
(2)

ȳt =
yt − yg

ymax − ymin
(3)

where xg =
1
T

T∑
t=1

xt, yg =
1
T

T∑
t=1

yt

xmin = min
t

xt, xmax = max
t

xt

ymin = min
t

yt, ymax = max
t

yt

2.4. Feature extraction

The pen movement direction θ and the pen velocity |V |
are calculated from the pen position data (xt, yt) as follows:

θt = tan−1 yt+1 − yt

xt+1 − xt
(4)

|V |t =
√

(xt+1 − xt)2 + (yt+1 − yt)2 (5)
t = 1, 2, ..., T − 1

In the enrollment phase, M items of time-series data of
the extracted features are enrolled as reference signatures.
Let the enrolled reference signatures Rsigm be

Rsigm = (rsig(m)
1,t , rsig

(m)
2,t )

= (θ(m)
t , |V |(m)

t ),m = 1, 2, ...,M. (6)

In the verification phase, the time-series data of the ex-
tracted feature Tsig is

Tsig = ((tsig1,t, tsig2,t)

= (θ(0)
t , |V |(0)t ). (7)

2.5. Distance calculation

The distances between two sets of time-series data of the
extracted features are calculated using dynamic time warp-
ing [11]. In the enrollment phase, the distances between
reference signatures are calculated, and in the verification
phase, extracted features from a test signature and reference
signatures are calculated. A distance associated with θ and
a distance associated with |V | are calculated independently.
The calculated distance vectors in the enrollment phase are

D(Rsign, Rsigm) = (D(n,m)
1 , D

(n.m)
2 )

= (dist
(n,m)
θ , dist

(n,m)
|V | ) (8)

n = 1, 2, ...,M,m = 1, 2, ...,M.(9)

Here, D(Rsign, Rsigm) is a distance vector calculated be-
tween the n-th and m-th reference signatures, and the dis-
tance vectors calculated in the verification phase are

D(Tsig,Rsigm) = (D(0,m)
1 , D

(0,m)
2 )

= (dist
(0,m)
θ , dist

(0,m)
|V | ) (10)

m = 1, 2, ...,M,
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where D(Tsig,Rsigm) is a distance vector calculated be-
tween the time-series data of the extracted features and the
m-th reference signature.

2.6. Mean vector calculation

In the enrollment phase, a mean vector for each user is
calculated as follows:

Mean = (D̄1, D̄2) (11)

D̄i =
1

M(M − 1)

M∑
n=1

M∑
m=1,m �=n

D
(n,m)
i , (12)

and this mean vector is stored together with the user’s ID.

2.7. Score calculation

A score for decision making is calculated in this stage.
A distance vector and associated mean vector are input to a
fusion model, and a final score Score is computed:

Score(Tsig) =
1
M

M∑
m=1

f(D(Tsig,Rsigm),Mean; Θ). (13)

Here, Θ is a parameter set of fusion model f(·). L sim-
ple perceptrons are randomly generated, and these percep-
trons are combined using AdaBoost [13] to generate a fu-
sion model. Thus, a parameter set is composed of weight
parameters of simple perceptrons and the confidence level
of each perceptron.

2.8. Decision making

A final decision is made based on the following rule:

Tsig is
{
Accepted if Score(Tsig) ≥ TRD(c)
Rejected if Score(Tsig) < TRD(c)

(14)

where TRD(c) is a threshold value, and c is a parameter for
adjusting the threshold value.

3. Experiment

3.1. Database

Online signature data from thirteen students was col-
lected. All of the students were right-handed. Each student
wrote ten genuine signatures in a first session and ten gen-
uine signatures in a second session, giving a total of twenty
genuine signatures from each student. For forgery data, two

Figure 6. Devices used for data collection

different students acted as forgers to imitate genuine signa-
tures. The forgers could see video images of genuine signa-
tures previously captured by the web camera, allowing them
to see dynamic information of the genuine signatures that
they attempted to imitate. Each forger produced 30 forg-
eries for each genuine user, giving a total of 60 forgeries for
each genuine user. All the students were instructed to write
their signatures within a predetermined area, and the posi-
tion of the web camera used for data acquisition was fixed
against the writing area.
The web camera had a resolution of 320×240 pixels

and captured 30 images per second and this camera was
. For comparison purpose, a pen-operated digital tablet
was also used for data acquisition (Figure 6). Thus, two
kinds of signature data, captured by the camera(camera-
data) and captured by the tablet(tablet-data), are available
in this database.

3.2. Experimental setting

First, five of the genuine signatures collected in the first
session were used for enrollment (M = 5), and the remain-
ing 15 genuine signatures and 60 forgeries were used for
evaluation. A training data set was necessary for generating
the fusion model. Therefore, the evaluated data was divided
into two groups and two cross-validations were performed.
The number of simple perceptrons L used for the fusion

model was set to 2500.
Two threshold settings were considered: a use-

dependent threshold parameter (UD TRD) and a global
threshold parameter (GL TRD).

3.3. Experimental results

Equal error rates (EERs) of camera-data are summarized
in Table 1, and error trade-off curves of caomera-data are il-
lustrated in Figure 7. EERs of θ and |V | in Table 1 represent
error rates where each distance calculated from each fea-
ture was independently used for verification, and the EER of
θ+|V | is the error where a final score computed by combin-
ing these two distances was used for verification. The EERs
of θ and |V | were 9.5% and 15.7%, respectively, whereas
the EER of θ + |V | was better, at 4.0%.
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Table 1. EER of fusion model [%].
Features GL TRD UD TRD

θ 9.5 3.7
|V | 15.7 11.3

θ + |V | 4.0 2.9

Figure 7. Error trade-off curve of θ + |V |.

4. Conclusions

A camera-based online signature verification algorithm
is proposed. A web camera was used for data acquisi-
tion, and online signature data was obtained from images
captured by the web camera. The Sequential Monte Carlo
method was used to track a pen tip in images, and online sig-
nature data were obtained as time-series data of the tracked
pen tip position. By combining the two features, the accu-
racy of a camera-based online signature verification system
was improved, and achieved EER of 4.0%. However, signa-
ture data captured by a web camera were distorted, and this
caused accuracy degradation. In fact, an EER of θ + |V |
extracted from tablet-data was 1.0%. Thus, we will attempt
to correct the distortion and improve the accuracy. More-
over, we observed several cases where the system lost track
of the pen tip when the writer produced an extremely fast
stroke, because the images of the pen tip were blurred at
that time. In future work, we will attempt to detect these lost
points and improve the distance calculation stage so that it
can consider lost points. Only two features were used in the
current system. In future work, we will also consider other
features.
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