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Abstract

The traditional weighting schemes used in text catego-
rization for the vector space model (VSM) cannot exploit in-
formation intrinsic to texts obtained through on-line hand-
writing recognition or any OCR process. Especially, top n
(n > 1) candidates could not be used without flooding the
resulting text with false occurrences of spurious terms. In
this paper, an improved weighting scheme for text catego-
rization, that estimates the occurrences of terms from the
posterior probabilities of the top n candidates, is proposed.
The experimental results show that the categorization per-
formances increase for texts with high error rates.

1. Introduction

Digital pens, PDAs and pen-based devices are emerg-
ing technologies that are growing in importance. In recent
years, the achievement in handwriting recognition has pro-
moted on-line handwriting signals, produced with such de-
vices, as a new source of documents in natural language.
The data obtained through an on-line recognition process is
noisy, i.e. it contains word insertions, deletions and substi-
tutions referring to the text actually contained in the origi-
nal signal. Noise presents a serious challenge in the down-
stream applications making use of recognized documents as
input.

The interest for problems relating to processing text data
from loosely constrained noisy sources has grown in the re-
cent years [5]. Researchers have proposed different meth-
ods to deal with named entity recognition, parsing, indexa-
tion and retrieval of noisy texts for instance. Since printed

documents can be easily collected, most of this research has
so far been conducted with texts obtained through Optical
Character Recognition (OCR).

While categorization of clean electronic texts has been
thoroughly studied, the problem of noisy document catego-
rization has little been addressed, and in particular for noisy
documents coming from a handwritten source. Two works
[13, 6] that addressed this matter showed that a performance
gap can be observed when comparing the performances of a
categorization system over texts obtained through handwrit-
ing recognition and the same texts available as ground truth.
The significance of this gap depends on the recognized doc-
ument quality, and the learning algorithm used. Both works
use as categorization input the most likely word sequence
given by a recognition system.

While the recognition system produces noise, it can also
give hints about the quality of the recognized text. A confi-
dence score can be given for each word, furthermore a list
of n word recognition candidates can be obtained.

(1) NOTE i per-shone ameunts adjusted

(2) VIOTE is per-share amounts adjured

(3) ulotE ; pen-shane remounts abjured

Figure 1. Recognition with top 3 candidates

The candidates are sorted by the confidence score or a
posterior probability as shown in figure 1. Our hypothesis
is that the use of this information might help fulfill the per-
formance gap previously observed between electronic and
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recognized texts.
The goal of this paper is to perform text categorization

using the top n (n > 1) word recognition candidates rather
than the standard approach usually limited to the top 1 can-
didate. But using many word candidates with equal weights
will introduce spurious words, hence affecting categoriza-
tion performances. This means that the standard weighting
schemes used for the vector space model (VSM) [9] have to
be modified in order to catch occurrences of relevant terms
while minimizing the effects due to the introduction of false
acceptances of words.

The remainder of this paper is organized as follows. The
general categorization process and the modified weighting
scheme are presented in section 2. In section 3, the recogni-
tion module that allows for the production of a transcribed
version of handwritten document with several word recog-
nition candidates is introduced . Results of document recog-
nition and subsequent categorization are presented and dis-
cussed in section 4. Finally, section 5 draws conclusions
and lines out future work.

2. Text categorization using top n candidates

In the VSM, and the categorization methods based on it,
each occurrence of an indexation term is essential for pre-
diction of document categories. However, when errors exist
in a document obtained through on-line handwriting recog-
nition, some terms might not be present due to an incorrect
recognition.

We propose to use the top n recognition candidates rather
than the typical output of the recognition system usually
containing the top choice candidate. The use of top n can-
didates can help counting occurrences of missing terms, be-
cause the chance of the correct term being in the top n in-
creases as n does. However, using too many candidates will
introduce false occurrences of words, thus making the text
noisier.

2.1. Text categorization

Text categorization is often performed by machine learn-
ing algorithms based on the VSM [10]. Two state-of-the-
art categorization methods are used in our experiments: a
k-nearest neighbour (kNN) algorithm and Support Vector
Machines (SVM) [12].

Typically, before one of these machine learning algo-
rithm can be used, two steps should be performed:

• Text normalization: First stopwords, which are as-
sumed to carry no information, are removed. In order
to reduce declension effects in text, stemming [8] or
suffix stripping is performed on the remaining words.

• Term selection and weighting: Term selection is used
to define the vector space. The goal of term selection
is to choose the terms which are relevant to our catego-
rization task. Then, since machine learning algorithms
are based on the VSM, texts must be transformed into
vectors. The resulting term list is weighted using an
association measure such as the normalized tf × idf
score [11].

Both of these operations are based on raw occurrences of
terms. In order to avoid side effects due to false occurrences
of spurious terms, careful work has to be done to estimate
the frequency of the word recognition candidates.

2.2. A weighting scheme for top n candi-
dates

Top n candidates are often ranked according to their pos-
terior probability. This is true for some recognition systems,
and in particular for the one we used in our experiments.
In order to evaluate the importance of specific candidate-
terms, we need to define the candidate-term frequency.

Definition 1 Candidate-term frequency
Let pn(i) be the probability of the n-th occurrence of

the candidate-term i, and N the occurrences of i in a rec-
ognized document d. The frequency of the candidate-term i
is defined as follows:

ctf(i) =
N∑

n=1

pn(i) (1)

In order to reduce, text-length effects, the ctf(i) should
be normalized.

Definition 2 Normalized candidate-term frequency
Let M be the number of indexation terms, and i a given

candidate-term. The normalized candidate-term frequency
of i is defined as follows:

nctf(i) =
ctf(i)∑M

j=1 ctf(j)
(2)

A normalized tf × idf score for candidate-terms in the
output of a recognition system can be computed using the
ordinary idf and the nfcti score.

Definition 3 Normalized candidate-tf × idf
Let K be the number of documents in a collection, and

ki the number of documents in the collection containing the
candidate-term i. The weight of the candidate-term i in a
vector is defined as follows:

ctf.idf(i) =
ctf(i)× log K

ki√∑M
j=1(ctf(j)× log K

kj
)2

(3)
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The definition of this new weighting scheme for candi-
date terms allows us to apply standard categorization meth-
ods to our recognized data, without major modifications.

Whenever the posterior probability of a term t is not
given by the recognizer, a probability can be estimated ac-
cording to the rank of t within the top n candidate list [3].

2.3. Performance evaluation

Several measures exist to evaluate the quality of catego-
rization. The most commonly used effectiveness measures
are recall and precision. As we aim for an application where
documents are available at different moments in time; the
system evaluation should be done on a document basis, i.e
using micro-averaged precision and recall [1]. Moreover,
as we work with single label documents; micro-averaged
recall and precision are equal. Hence, a single accuracy
measure will be given as system evaluation: the classifica-
tion rate R. With respect to the category associated to each
document, the classification rate is defined as follows.

R =
d

D
(4)

Where d is the number of documents correctly assigned
to a category, and D the number of documents in the col-
lection we intend to categorize.

3. On-line Handwriting Recognition

The recognition, that enables the production of text from
an on-line handwritten document, is performed using the
recognition engine of MyScript Builder 1. The recognition
module allows the use of linguistic knowledge, two differ-
ent resources are used:

lk-text is composed of a standard lexicon of English words
and a statistical language model. This model helps de-
tect the most likely sequence of words, for example,
‘this is’ will have priority over ‘this in’.

lk-free helps detect the most likely sequence of characters.
When the recognizer is unable to differentiate between
an ‘I’ and a ‘1’, if the other characters in the word are
recognized as uppercase letters then ‘I’ will have pri-
ority over ’1’.

The recognition system is evaluated using the Word Er-
ror Rate (WER) and the Term Error Rate (TER). The WER
is a common metric of performance used in OCR. It is the
proportion of words incorrectly recognized from the origi-
nal text.

1MyScript Builder SDK can be found at http://www.visionobjects.com/
products/software-development-kits/myscript-builder

WER = 1−
∑W

i min (wf(i), wf ′(i))∑W
k wf(k)

(5)

Where wf(i) and wf ′(i) are the frequencies of the word
i in the clean and recognized texts respectively, and W the
number of words in text.

The TER [13] is a judicious measure for downstream ap-
plications that use text normalization. The TER is calcu-
lated by:

TER = 1−
∑T

i min (tf(i), tf ′(i))∑T
k tf(k)

(6)

Where tf(i) and tf ′(i) are the frequencies of the term
i in the clean and recognized texts respectively, and T the
number of terms in the text.

4. Experiments

This section reports experiments performed using an on-
line handwritten corpus. It consists of 1,625 documents for
training and 404 for testing purposes. These documents
are a subset of the Reuters-21578 corpus distributed among
10 categories. An example document from the handwritten
corpus is shown in figure 2.

Figure 2. Handwritten document

4.1. Recognition

All the documents, in the training and test sets, are rec-
ognized using MyScriptBuilder with both resources, lk-text
and lk-free. Since the recognition is consistent and behaves
very similarly regard to both the training and test sets, only
the errors rates of the test set documents are reported below.

Figure 3 shows the evolution of the WER and TER ac-
cording to the number of recognition candidates accepted.

The recognition performances of lk-text clearly outper-
form lk-free results. The performances of a recognition sys-
tem can be improved by incorporating statistical informa-
tion at the word-sequence level [7], i.e. a language model.
In the absence of such knowledge, which is the case for lk-
free, the output of a recognition system is known to be very
noisy.
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Figure 3. Recognition error rates

Unsurprisingly, both error rates decrease as the number
of recognition candidates increases because the probability
of the correct word or term being in the candidate list in-
creases according to the list’s size.

4.2. Categorization

Categorization of the 404 test documents was performed
on both, typical recognition output (containing the top can-
didate) and the recognition output containing several can-
didates. Two categorization methods have been tested: a
kNN algorithm and Support Vector Machines [4]. It is
worthwhile to note that the handwritten documents used for
training the categorization algorithms are not used for train-
ing the recognizer, which is a stable and ready-to-use tool.
The training consists mainly in the selection of the relevant
terms defining the VSM.

The parameters of the categorization classifiers have
been tuned to achieve maximum accuracy. This was done
using a subset of the single top-candidate recognition out-
put, as validation set. The optimal parameters for the kNN
algorithm are k = 15 neighbours and 300 relevant terms,
while 1,000 relevant terms are optimal for the SVM classi-
fier. The term selection has been performed using George
Forman’s round robin algorithm [2] over category specific
scores obtained with the χ2 statistic [14].

Figure 4 shows the categorization rates following the
categorization algorithm, the recognition resource, and the
number of candidates used.

The performances obtained with lk-text and the top-
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Figure 4. Classification rates

candidate output are better than those obtained with a can-
didate list. The accuracy cannot be improved this way, on
the contrary it decreases as the candidate list size increases.
The top-candidate recognition is already good enough for
categorization with a reasonably good classification rate.

On the other hand, using the candidate list with lk-free
helps improve categorization accuracy. As a matter of
fact, with recognition outputs for all n > 1, both clas-
sifiers yields better results than the top-candidate output.
However, the accuracy gain is not regular and does not
seem correlated with n. For SVM, the mean categorization
rate increase is 1.87% with a standard deviation of 1.27%.
Whereas for kNN the mean increase is 2.36% with a stan-
dard deviation of 1.17%.

5. Conclusions

Noise is pervasive in applications processing texts ob-
tained through recognition of any signal intended for human
communication such as speech or handwriting. Despite the
growing interest for researchers on the effects on noise in
downstream applications, some areas remain unexplored.
In particular, categorization of noisy texts coming from a
handwritten source has little been studied. Error rates in
this kind of documents are often substantially higher than
for machine printed text recognition.

The effects of noise in the categorization of handwrit-
ing recognition outputs has been recently studied [13, 6].
Nevertheless, authors do not make use of some informa-
tion coming along with the recognized texts: the top n
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word recognition candidates and the associated confidence
scores.

In this paper we proposed a modified tf × idf measure
for estimating the weight of terms, from the posterior proba-
bilities of the top n recognition candidates, in a vector space.
Experiments were performed using an on-line handwritten
version of a Reuters-21578 corpus subset. Different linguis-
tic resources are used within the recognition engine in order
to obtain different levels of noise. First, categorization is
performed on the usual output given by the recognition sys-
tem (containing the top-choice candidate) using the stan-
dard tf × idf weighting, then the process is repeated over
all the other versions containing up to 15 candidates with
the improved weighting scheme.

On the one hand, categorization results on the lk-text set
show that no performance improvement should be expected
for n > 1. Texts with WER and TER below 22% are better
categorized using the top-choice recognition. On the other
hand, an accuracy improvement of more than 3% can be
observed for poorly recognized texts where TER and WER
stand above 50%. However, this improvement is not regular
and cannot be related to the number of candidates used (n)
in any way. The major improvement obtained with SVM
uses n = 10 while kNN performs better with n = 2.

When used with lk-text, the new weighting scheme was
not sufficient to prevent spurious terms from affecting cate-
gorization performances. A thresholding strategy for recog-
nition candidates might help reducing side effects due to
very unlikely candidates, and will be explored in futur work.

The overall results presented in this work confirm our
feeling that the relationship between the noise which is
present in the output of an on-line handwriting recognition
system and its effects on the categorization is not well un-
derstood. While waiting for new advances in handwriting
recognition that allow for the production of better, less
noisy, documents, future work should focus on this matter.
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