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Abstract 

 
In this paper, we present an online handwritten 

recognition method for Chemical Symbols, a widely 
used symbol in education and academic interactions. 
This method is based on Hidden Markov Models 
(HMMs), which are increasingly being used to model 
characters. We built an HMM for each symbol and 
used 11-dimensional local features which are suitable 
for online handwritten recognition, and obtained top-1 
accuracy of 89.5% and top-3 accuracy of 98.7% on a 
dataset containing 5,670 train samples and 2,016 test 
samples. These initial results are promising and 
warrant further research in this direction. 

  
 
1. Introduction 
 

With the growing popularity of pen-based input 
devices, precise and robust handwritten recognition 
technologies have become the key to extend the 
application of pen-based device. Among them, the 
handwritten symbols recognition is a very active area. 
Haton[1] used the structure-based methods; Chou[2] 
applied the traditional template matching method to 
character recognition; still other methods based on 
neural networks [3], and statistical methods [4]. These 
technologies are widely used in western characters, 
CJK, mathematical symbols or other symbols and have  
achieved good results. 

However, in the field of handwritten character 
recognition, how to recognize the chemical symbols in 
chemical expression is still a challenging problem. Due 
to the special structure of chemical expressions, first of 
all, pen-based input often results in broken and 
conglutinate characters; In addition, cursive and freely 
handwriting with random noise is unavoidable because 
of various human factors and different writing styles; 
again, the online characteristic of handwritten 
recognition also requires a certain degree of 
recognition speed; Finally, as the basic component of 
the chemical expressions, correct recognition of the 

chemical symbols will have an significant effect on the 
following understanding of the chemical expressions. 

To our best knowledge, related and published works 
are still scarce, and more on offline recognition of the 
chemical structure and expressions. Casey and others 
[5] proposed a prototype encoding handwritten 
chemical expression in printed documents, the system 
used spatial features to locate and computed a convex 
polygon to describe the expression. Ramel [6] 
proposed a method recognizing the graphic entities in 
handwritten chemical expressions and acquired 
accuracy of 93% in a small 300dpi offline document 
set.  Until recently, a small number of works 
concerning online recognition of handwritten chemical 
symbols occurred. Jiang and others [7]  proposed a 
recognition algorithm based on online segmentation. 
This algorithm used the local optimization rather than 
global optimization. Jufeng Yang [8] proposed an 
online handwritten chemical expression recognition 
algorithm, this algorithm recognized in substance level 
and symbols level, meantime, was assisted in HCI to 
modify the results. 

In this paper, we mainly focus on online recognition 
of handwritten chemical symbols. In our experiment, 
we use 11-dimensional local features which are 
suitable for online recognition and build an HMM for 
each chemical symbol to train. The reminder of this 
paper is organized as follows: Section 2 simply 
introduces the method including our thoughts, the 
features used and HMM classifier. Section 3 presents 
the application including preprocessing, feature 
extraction and the strategy of parameter training and 
symbol recognition based on the method in Section 2. 
Section 4 gives the dataset, analysis for experimental 
results and some possible improvements in our method. 
Section 5 concludes the paper and puts forward the 
prospect of our future research. 
 
2. HMM-based recognition method 
 

Handwritten chemical symbol is a temporal 
sequence of X-Y points captured using a digitizer that 
senses the pen-tip position while writing, it has online 
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properties. In addition, as a result of arbitrary 
handwriting and different writing styles, there are some 
noises, broken and conglutinate strokes, which are 
inevitable and make the recognition difficult. However, 
the stochastic model can effectively deal with the noise 
and variation caused by handwriting. As a stochastic 
model, hidden markov models are suitable for 
handwritten recognition for a number of reasons [9]. 
Hence, in this work, HMM, which are shown to be 
successful for western cursive recognition, and CJK 
script recognition, are applied to model chemical 
symbols. 

There is no doubt that recognition performance 
depends largely on the quality of the features, therefore, 
we must select the appropriate features according to 
different recognition. Different from the offline 
handwritten recognition, online recognition are more 
dependent on local features which can properly 
describe the inherent nature of handwritten symbols. 
For each preprocessed sample,  we extract 11-
dimensional local features at each point of a stroke. 
The features selected are normalized vertical position, 
normalized first-order, two-order derivative, curvature 
which describes the extent of bending, writing 
direction characterizing the change of direction, aspect 
ratio, and linearity. These features are computed in 
Section 3. 

HMM is a doubly embedded stochastic process. 
The stochastic process which describes the state 
transition is hidden, and the transitions are observed 
through another stochastic process that generates the 
output observations. According to the type of the 
output observations, HMMs are classified into discrete 
and continuous HMMs. In our experiment, continuous 
HMMs are chosen to model the chemical symbols, and 
the chosen HMMs have a left-to-right topology known 
as Bakis model [10] which takes into account the 
temporal order of the signal. 

In this paper, an HMM is described as { , , }A Bλ π= , 
where π  denotes the initial distribution of the states, A  
denotes the transition matrix of the states, and B is 
used to describe the probability of the generated 
observations in a state.  

 
3. Recognition application  
 
3.1. Preprocessing 
 

Before features are derived from the handwritten 
symbol, the raw data recorded by the Tablet-PC should 
undergo a series of processing steps. The process is 
presented as in Figure 1. 

 

 
 

Figure  1.  Preprocessing 
 
Duplicate points Elimination: So-called duplicate 
points are that those who have identical coordinates in 
a stroke and can not provide any useful information. 
Therefore, they should be eliminated before feature 
extraction. 
Connect broken strokes: Due to various writing style, 
emotion, writing speed of writers, and the sampling 
rate of machine, broken strokes that occurred when 
writing would affect the characteristics of symbols. So, 
we use Bezie curve [11] to interpolate missing points. 
Eliminate hooks: Hooks often appear in the beginning 
or the end of a stroke. They are characterized by short 
length and great change in perspective which results in 
“false” characteristics, they must be removed. 
Smoothing: Smoothing is used to remove the noises 
caused by erratic movements of the pen. 
Re-sampling: In digital ink capture, some points 
appear equidistant in time but not in space. In order to 
remove this variation,  we re-sample each sample 
keeping the original trajectory. 
Size normalization: This step is necessary to remove 
the variation of different writing size. 
 
3.2. Feature extraction 
 

In order to obtain the sequence of feature vectors, 
for each sample, we choose a small area of five-point 
which contains the current point ( , )x yt t , and two 
points to the left and two points to the right of the 
current point. Our features [12][13] are computed 
according to Figure 2 as below. 
 

 
 

Figure  2.  Five-point area 
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Normalized vertical position: Each sample sequence, 
( ( ), ( ))x t y t , where 1, ...,t T= , are scaled and translated to 
get the new vertical position which is mapped into the 
range [0, 1], preserving the original aspect-ratio of the 
sample. 
Normalized first derivatives:  ,x y′ ′  are calculated as: 
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The range of i corresponds to the size of the small area 
of five-point. 
Normalized second derivatives: The second 
normalized derivatives are computed as the first 
normalized derivatives by using 'x and y ' other than x 
and y.  
Curvature:  Curvature describes the degree of bending 
of the curve and it is calculated as below: 
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Writing direction: The local writing direction at the 
current point ( , )x yt t is calculated using the cosine and 
sine given below: 

( 1) ( 1)
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Sine is calculated as cosine by replacing the numerator 
( 1) ( 1)x t x t− − +  with ( 1) ( 1)y t y t− − + . 

Aspect: The aspect of a point characterizes the ratio of 
the height to the width of the small five-point area. It is 
computed as: 

( ) ( )
( )

( ) ( )

y t x t
A t

y t x t

Δ − Δ
=

Δ + Δ
 

Where xΔ and yΔ  respectively represent the width and 
the height of the small five-point area in Figure 2. 
Curliness: The curliness is a feature that characterizes 
the derivation from the straight line connecting the first 
point and the last point in the small area in Figure 2. It 
is calculated as: 

( )
( ) 2

max( , )

l tiiC t
x y

∑
= −

Δ Δ
 

where ( )l ti  denotes the length of the ith segment 
between the neighboring points.  
Linearity: The linearity characterizes the linear 
property. It is calculated as: 

1 2
( )LN t diiN

∑=  

where di denotes the distance of each point in the small 
area to the straight line connecting the first and the last 
point. 
Finally, each sample is transformed into a matrix 

[ , ..., ]1V v vT= , where ( 1, ..., )v t Tt =  represents the 11-
dimensional real-valued feature vector. Then we 
perform the final signal normalization, which can 
provide the zero mean and unit standard deviation 
values. It is calculated as: 

1/2
( ) ( 1, ..., )o v t Tt t μ−

= ∑ − =，  
where μ  and Σ  are the sample mean and sample 
diagonal covariance matrix . As a result, each sample is 
represented by a feature matrix . 
 
3.3. Symbol model and training 
 

For each symbol of the chemical symbols set in 
Section 4, we build an HMM and use the feature 
matrix calculated in Section 3.2 to train the HMM. Let 

{ , , }A Bλ π=  represents an HMM. Then, we can use K 

feature matrix (1) ( )
{ , ..., }

K
O O corresponding to K 

training samples, where ( )
[ , ..., ], 1, ...,1

k k k
O o o k KNk

= = , 

we use the following training strategy: 
i  Initialize HMM 
π : Let the initial distribution { , , ..., }1 2 Nπ π π π=  be 
{1, 0, ..., 0} , where N denotes the number of states. 
A  :  We use the uniform distribution to obtain the 

initial parameter of transition matrix A  with 
considering the restrictions in the left-to-right HMM 
model [10]. 
B :   We use the segmental k-means method [14] to 
obtain the initial parameter of B . A good initial B  will 
improve the speed of the convergence. 
ii  Re-estimate parameter 
In the re-estimation step, we used the remarked Baum-
Welch re-estimation formula [10] which can warrant 
that: 

( ) ( )
log( ( | )) log( ( | ))1 1

k kK KP o P ok kλ λ∑ ∑≥= =  
where λ  denotes the original HMM and λ  the re-
estimated HMM. 
iii  Iteration 
We replace the original HMM λ  with the re-estimated 
λ  until the iteration satisfies the maximum iterations 
or  the condition as below: 
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 where ( )
[ , ..., ], 1, ...,1

k k k
O o o k KNk

= = denotes the feature 

matrix of  kth training sample, Θ denotes the threshold 
selected empirically. 
After the training, we use the maximum likelihood law 
to make decision: 

*
arg max ( | )P O i

i
λ λ=  

For a test sample, the probability associated with 
each of the HMMs is calculated and the symbol whose 
HMM has the maximum probability is the recognition 
result. 
 
4. Dataset and experiment results 
 

Our symbol set contains the basic chemical symbols. 
They are usually used to constitute the chemical 
substance, chemical structure, and to describe the 
chemical reaction process. They are listed below: 

 
Table 1. Chemical symbols set 

 
0 1 2 3 4 5 6 
7 8 9 A B C D 
E F G H I K L 
M N O P R S T 
U V W X Y Z a 
b c d e f g h 
i k l m n o p 
r s t u y = + 
- → ↑ ↓ � ( ) 

 
In the laboratory environment, we have invited 20 

college teachers and students coming from chemical 
and non-chemical field to write samples. These 
samples are tagged in character level and marked with 
the hardware environment, samples specification and 
other information. For each symbol, we collected 122 
valid samples, a total of 7808 samples. The train set 
contains 5670 samples (90 for each symbol) and test 
set contains 2016 samples(32 for each symbol). For 
various combinations of state and Gaussians, the 
experiment results on the test set are given in Table 2. 

 
Table 2. Recognition performance of the method 
forvarious combinations of state and Gaussians. 

 
Gaussian state Accuracy ( % ) 

Top-1        Top-2         Top-3 

3 
4 
6 
8 

85.9 
87.1 
88.2 

94.5 
95.3 
96.1 

96.7 
97.6 
98.0 

6 
4 
6 
8 

87.9 
88.8 
89.0 

95.9 
96.6 
96.7 

98.4 
98.3 
98.5 

9 
4 
6 
8 

87.9 
89.5 
89.3 

95.9 
97.0 
97.0 

98.3 
98.4 
98.7 

12 
4 
6 
8 

88.9 
89.3 
89.0 

96.7 
96.9 
97.2 

98.5 
98.3 
98.6 

 
The figures in Table 2 show that: In our experiment, 

the highest top-1 accuracy is 89.5% corresponding for 
the combination of 6 state and 9 Gaussians per state. In 
addition, the more the state and Gaussians per state, the 
better the recognition result. However, the cost of the 
machine will be greater and the efficiency will be 
reduced, therefore, the parameter of HMMs must be 
selected between recognition accuracy and efficiency 
according to different online requirements. Through 
our data analysis, classification errors appear in such 
cases where the symbols are similar to each other, such 
as the number “0”, the capital letter “O” and the 
lowercase letter “o”; capital letter “C”, lowercase letter 
“c” and the operator “(”. Fortunately, these symbols 
appear in only a small amount. To solve this problem, 
on the one hand, we can improve the recognition rate 
by providing candidate results. For the same 
combination of HMM parameters, the difference 
between top-1 accuracy and top-3 accuracy in Table 2 
also illustrates this point. On the other hand, we can 
improve the recognition results by establishing 
discriminatory classifiers targeting those confused 
symbols or constituting combination of multiple 
classifiers.  In addition, We can also train HMMs with 
different combination of states and Gaussians for 
different symbols according to their difference in shape 
and other features.  
 
5. Conclusions and outlook 
 

This paper proposed a method for online 
recognition of handwritten chemical symbols. Our 
method is based on HMM and we used the 11-
dimensional normalized local features which are more 
suitable for online recognition. For various 
combinations of states and Gaussians per state, we 
obtained various accuracy of recognition, these initial 
results are promising and warrant our further research 
in this direction. Although this method is designed for 
chemical symbols, it is independent from chemical 
symbols and can be applied to other symbols 
recognition. 

In the future, we will extend our research on 
recognition of chemical symbols to the recognition of 
chemical expressions and analysis of complex 
chemical structures.  
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