Range Image Registration by using an Edge-Based Representation

Angel D. Sappa †
RTS Advanced Robotics Ltd. †
Derwent House, Clarence Avenue
Trafford Park, Manchester, M17 1QS, UK

Andres Restrepo-Specht ‡
LAAS-CNRS ‡
7, Avenue du Colonel Roche
31077 Toulouse, Cedex 4, France

Michel Devy ‡

Abstract. This paper proposes a new strategy to register range images by using an efficient edge-based representation. It consists of two stages. First, a fast edge-based segmentation technique extracts the crease and jump edge points from the surfaces contained in the given range image. The segmentation technique is based on a scan line approximation algorithm. It generates a binary edge map. The second stage computes the registration parameters by using the classical ICP algorithm but taking into account only the discontinuity points. There is a considerable difference with the previous approaches, as only the points defining edges are considered instead of all the range image points. That difference is shown in the CPU time required to compute the registration parameters and, moreover, in the sensibility to the initial estimate of the transform between the range images to be registered. Experimental results with different real range images are presented. Moreover, a brief comparison between edge-based registration versus cloud of points registration is given.

1 Introduction

In order to capture the full geometry of a complicated object and then generate a 3D model of it, several range images may be required. Prior to merging that information into a single 3D model, it is necessary to apply a transformation to the data acquired from different views in order to express them into the same reference frame. This process, known in the literature as the registration task, involves finding the six parameters (three rotations and three translations) which properly transform the local reference frames associated with each range image to another reference frame associated with the reconstructed model (generally, the first sensor position).

Assuming that there is enough overlapping area between the range images, several registration approaches have been proposed in the literature during the last decade. They can be classified into two different groups: coarse registration and fine registration techniques. Coarse registration techniques are based on finding a match between distinguishing features that may be present in the different views. These techniques do not require any prior knowledge of the transformation. Fine registration techniques include those approaches that consider the registration task as an optimization problem. These approaches do not require to extract features from the range images, but, they are based on the assumption that a transformation between two views is known beforehand, or can be estimated. Thus, a cost function is defined, which measures the quality of the alignment between the partial overlapped surfaces contained in each view. The range images are then registered by determining the 3D rigid transformation which minimizes this cost function. The differences between the various proposals are based on the definition of the cost function.

The best-known fine registration technique is the iterative closest point algorithm (ICP). It has been
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originally presented by [1]; since then, several variations based on other cost functions have been presented (e.g., [2], [3], [4], [5], [6], [7]). For example [6] proposes to minimize a function which is defined by both the 3D distance between the points that have been matched and the difference between the maximal principal curvature associated with each one of those matched points. A more general approach has been proposed by [7]. There ICP algorithm is carried out considering a \( \mathbb{R}^{3+n} \) space, where \( n \) is the number of invariant attributes that describe each point. In that work moment invariants were used. Although experimental results have shown that this algorithm converges in fewer iterations than the classical ICP, there is an additional overhead involved in working in the higher dimensional space (3+n space) thus on an average, the CPU time is equal or worse than ICP algorithm in 3D space.

ICP algorithm has an average complexity of \( O(n \log n) \) for \( n \) point images. Hence, in order to obtain a more efficient technique, the current work proposes to use ICP algorithm considering only a subset of points, the more pertinent ones—a difference with the previous approaches where the whole points are considered. This subset is defined by the edge points—points where depth or orientation discontinuities appear. The proposed technique first extracts the edges from the two range images to be registered. It is performed by using a fast edge-based segmentation technique. Then, only over those extracted points the ICP algorithm is computed. This strategy is advantageous not only in terms of processing speed-up, but also in terms of the sensibility to the initial estimated transformation used to start ICP algorithm. In some cases it has been shown that when this initial estimate is very far from the correct value, the ICP algorithm, using the whole points, cannot succeed in converging on the registration parameters [8]—it is trapped by a local minimum. However, in those situations, the correct parameters can often been found by ICP when only the edge points are used.

This work is organized as follows. Section 2 presents the scan line approximation technique applied to compute the edge-based representation. Section 3 gives a brief summary of the ICP algorithm used to compute the registration parameters. Section 4 shows experimental results by using different range images obtained from Stanford 3D scanning repository and OSU (MSU/WSU) database. Moreover a brief comparative study of range image registration by using the original cloud of points versus the proposed technique is presented. Finally, conclusions and further improvements are given in section 5.

2 Edge-Based Representation

An edge-based representation provides a compact and rich information about the surfaces contained in a given range image. Such representations have been used in applications such as object recognition [9], 3D modeling [10] or to guide and improve surface based segmentation (e.g. [11], [12]) to mention a few. In this sense the current work proposes the use of an edge-based representation to tackle the range image registration problem.

This section describes the technique used for obtaining the edge-based representation. It consists in generating a two dimensional array \( B \), where each element is a binary value indicating whether that point is an edge point or not. This stage has been implemented by using a scan line technique similar to the one presented in [13][14]. A scan line is a profile digitalization where its 2D projection can be represented by a planar curve. By analyzing that curve it is possible to detect crease and jump edge points. Crease edges are those points in which a discontinuity in the surface orientation appears while jump edges are defined by a discontinuity on the surface. Previous works dealing with scan line approximation were presented in [11][13][15]. In [15], each scan line is approximated by means of a set of straight line segments; only the points contained in the rows are used to define each scan line. On the contrary [11] and [13] approximate the scan line by using quadratic functions. In both works, rows, columns and diagonals are considered as scan lines. In the current work, as the same as in [14], only rows and columns are considered as scan line—but not diagonal. Every edge contained in the image can be obtained by analyzing only two orthogonal directions.

At this stage, every row and column (hereinafter called scan line) is approximated by a set of oriented quadratic functions. Quadratic functions have been selected due to they allow to generate a more generic edge based representation than if only straight line segments were considered; moreover for range images acquired from an industrial site (especially, a chemical factory), second-order surfaces are
numerous and quadratic approximations of the edges allow to reduce the number of points to be considered during the registration stage. From those curves the representative points are extracted and marked in the binary edge map. The algorithm consists of two steps. First, the jump edge points are detected using a threshold adapted with respect to the depth of the points; these points are used to cut the original scan line into a set of sections (set of consecutive points) and to define the starting and ending points of each one of them. Second, a recursive algorithm approximates each section (set of points), by quadratic functions oriented along edge $y$:

$$y = ax^2 + bx + c$$

This algorithm is applied to every section separately. It has been implemented by means of the classical recursive splitting algorithm [17]. A quadratic function is obtained by using the first, middle and last points of the considered scan line’s section. Let us note $\{P_f(x,y), P_m(x,y), P_l(x,y)\}$ as the first, middle and last points. Then, before obtaining the parameters of function (1), the set of points contained into that limits are rotated around the first point until the configuration:

$$P_f(y) = P_l(y) > P_m(y)$$

is reached (see illustration in Fig. 1(middle)).

Next, the parameters of function (1) are obtained analytically by using those three points. The approximation error between the obtained quadratic function and every rotated point is computed. If this error is greater than a given threshold $\xi$, the set of points is split into two set of points at that position where the biggest error appears. Then, that position is now considered as last point, the middle point is computed, the points between the first and the new last points are rotated according to (2), and the parameters of (1) are computed again. This splitting algorithm is applied recursively while the approximation error is greater than $\xi$.

The result of this recursive algorithm is a set of quadratic curves approximating the considered scan line’s section. Once this section is approximated, the recursive algorithm is carried out over the next section of the given scan line. From each quadratic curve, the first and last points—points used to compute the parameters of function (1)—are selected and their positions in a binary map $B$ are marked. The original range image can be provided by any 3D sensor, like stereovision or laser range finder. In this way, the binary edge map can be represented as a two dimensional array $B$, where each element $B(r,c)$ is a binary value indicating whether the point has been selected by the previous approximation technique or not.

Once a given scan line has been approximated, the algorithm starts again over the next new scan line. When all the scan lines—rows and columns—have been processed, the obtained binary edge map is the final result and the next stage is applied. Fig. 1(right) shows the binary edge map—edge-based representation—obtained after processing the range image shown in Fig. 1(left). This image has been acquired on a polyhedral object; points close to the object edges have been marked, but due to the sensor noise, some other points on the faces have also been detected as discontinuity points.
3 Edge Registration

Let \( B_i(r,c) \) and \( B_j(r,c) \) two binary edge map representations corresponding to two different viewpoints, \( i \) and \( j \) respectively, the first one referred to a global coordinate frame \( (i) \) and the second one referred to its local coordinate frame \( (j) \). The objective at this stage is to obtain the parameters of a matrix \( T \)—expressing a rotation \( \theta \), and a translation \( \Gamma \)—which allow to express the points \( (P_j) \) acquired from viewpoint \( j \) in the reference frame \( i \). In order to obtain those parameters, the ICP algorithm has been implemented. In [1], an exhaustive study of point set matching, curve matching and surface matching by using ICP has been presented. There, it has been proven the monotonic convergence for all those cases. By using that results, in the current implementation we focus in the curve matching but by using only those curves defining edges.

The parameters of transformation matrix \( T \) are computed by means of the following iterative process. It is applied while the registration error is higher than a given threshold. First, an initial transformation matrix \( T_0 \)—with parameters \( \theta_0 \) and \( \Gamma_0 \)—is estimated. With this matrix, the points from viewpoint \( j \) are transformed and for each point \( P_j \) the closest point \( P_i \) is identified. The closest point detection has been implemented by using the statistical filtering technique proposed by [2]. Next, couples of matched points \( (P_i, P_j) \) are used to compute the registration error:

\[
\zeta_R = \sum_n (P_i, P_j)
\]

where \( n \) is the number of matched points. If \( \zeta_R \) is below or equal to the given threshold, matrix \( T_0 \) is the final solution and parameters \( (\theta_0, \Gamma_0) \) are used to express the points \( P_j \) in the reference frame \( i \). Otherwise, if \( \zeta_R \) is higher than the given threshold, couples \( (P_i, P_j) \) are used to compute a new set of parameters \( (\theta_1, \Gamma_1) \) by minimizing the next expression [16], using a linear method proposed in [18]:

\[
\Sigma^2 = \sum_n \| P_i - (\theta_1 P_j + \Gamma_1) \|^2
\]

again, \( n \) represents the number of matched points. With this new set of parameters \( (\theta_1, \Gamma_1) \) a new transformation matrix \( T_1 \) is computed, and the process starts again from the beginning (now considering the
obtained matrix $T_i$). This iterative process is executed until the convergence on a $T_i$ matrix for which the error is lower than the given threshold, or until a maximum number of iterations is reached (non-convergence).

4 Experimental Results

The proposed technique has been tested with real range images obtained from different databases (OSU (MSU/WSU) and Stanford 3D scanning). CPU times have been measured on a Sun Ultra 5. Fig. 1(right) shows the edge-based representation for the range image shown in Fig. 1(left). That range image is defined by 225x216 (rows x columns) points. The edge-based representation was obtained by using the technique presented in Section 2, it contains 1,751 points; the CPU time necessary to extract those points was 1.41 sec. Fig. 2(left) shows another edge representation for the same object but extracted from a different point of view, the original range image is defined by 204x232 points. That representation was computed in 1.03 sec. and contains 1,584 points. Next, both edge-based representations—Fig. 1(right) and Fig. 2(left)—were registered by ICP algorithm considering as initial estimated position that showed in Fig. 2(middle). The registration parameters were computed in 54.03 sec. These parameters were used to put the edge points extracted from the second range image in the reference frame of Fig. 1(right), the obtained result is shown in Fig. 2(right). The registration errors (rotation and translation) obtained with the proposed technique can not be computed with respect to a ground truth, due to the fact that no information about the real registration parameters is given in the OSU database. By using the initial position showed in Fig. 2(middle) the ICP algorithm was run but now considering all the points defining each range image (see Fig. 3(left)). In this last case, ICP can not compute the correct registration parameters because that original position, which is used as initial estimated transformation between the two views, is too far from the final one. The classical ICP has been trapped in a local minimum (the result obtained after 354.57 sec. is shown in Fig. 3).

Fig. 4(left) shows initial positions of two edge-based representation (816 and 1,206 points) which were registered by using the proposed technique. They were obtained in 0.54 sec. and 0.98 sec. respectively and correspond to range images defined by 162x222 and 211x232 points. The difference with the previous example, is that the overlapping area between the surfaces in each viewpoint is smaller. However, in spite of that, the registration by using the edge representation has converged on the correct parameters. The registration parameters were computed by ICP algorithm in 29 sec., with these parameters the edge points from the second range image were transformed and the result is presented in Fig. 4(middle). Fig. 4(right) shows the reference frame error (translational error) versus CPU time for registering the range images showed in Fig. 4(left) considering only the edge points in one case and all the range image points in the second case. The reference frame error was computed considering a prior knowledge of the final reference frame position. Then, at each iteration the difference between the current reference frame position and the final one was used to define the frame error at that stage. Obviously,
the convergence is reached 5 times faster using only the edge points.

Fig. 5 and Fig. 6 give examples by using sculptured objects obtained from OSU (MSU/WSU) database. These examples have been used to test the proposed technique when free-form objects are considered. In both cases, the registration errors obtained with the proposed technique could not be computed due to the fact that the real registration errors are unknown. The difference with the previous
examples is that the binary edge representations are obtained by considering only the crease edges (first and last points from each quadratic curve; the jump edge points are discarded). The latter was due to the fact that in range images containing free-form objects the jump edges can correspond to occlusion lines; therefore, points belonging to jump edges could produce a false matching leading to a bad registration. The obtained results prove that the presented technique also can deal with this kind of objects. Fig. 5(left) shows two range images defined by 200x200 points each (rendered). Fig. 5(middle) shows the edge-based representations corresponding to the previous range images. They are defined by 1,746 and 1,634 points respectively (without jump edges). The edge-based representation stage took 1.22 sec. for the first image and 1.46 sec. for the second one. Fig. 5(top-right) shows the initial position considered as starting point by ICP algorithm—initial estimated transformation. The registration parameters were computed in 50.42 sec. The resulting image is shown in Fig. 5(bottom-right). Fig. 6(left) shows other two range images (rendered) which were registered by using the proposed technique (200x200 points each). The edge based representations were obtained in 0.13 sec. and 0.22 sec. respectively. They are defined by 894 and 1,191 points (see Fig. 6(middle)). The registration parameters were computed by ICP in 48.02 sec. Fig. 6(top-right) shows the initial position used as estimated transformation by ICP, the final position is showed in Fig. 6(bottom-right).

Finally, Fig. 7 shows the results obtained by processing different range images obtained from Stanford 3D scanning repository. These range images are defined by 400x512 points each (204,800 points). They correspond to a sequence of four images generated by scanning a single object from four different point of views. Fig. 7(left) shows the edge-based representations obtained by only considering the crease edges. Notice that this particular object is very rich in crease edges, but in spite of that the points which
The edge-based representations have to be considered by ICP are less than 1.12% of the total number of points. These edge-based representations are defined by 2,295 points, 2,010 points, 1,588 points and 1,737 points respectively. The CPU time to obtain them was 1.15 sec., 1.11 sec., 0.88 sec. and 0.93 sec. The reference frame associated with

Figure 7. (left) Sequence of edge based representations corresponding to a single object scanned from four different views: A, B, C and D. (middle) Results from the pair-registration of the left views; some details are showed for each result. (right) Results from an incremental registration.
Fig. 7 (top-left) has been used as the global reference frame by ICP algorithm. Thus, the other three images showed below are registered with this first one pairwise, the results of the registration are showed in Fig. 7 (middle). Some details have been enlarged to focus on difficult areas. Fig. 7 (right) shows the final result of the incremental registration of the views on the left: the result of the registration of the first two upper left views (A+B) is registered with the third ((A+B)+C) and this result to the fourth (((A+B)+C)+D).

Table 1. shows all the information relative to the registration of the previous views: CPU time, number of iterations, rotational and translational errors; as it was mentioned before the errors are relative to the values given in the Stanford repository.

<table>
<thead>
<tr>
<th>Registration</th>
<th>Results</th>
<th>CPU</th>
<th>Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image1</td>
<td>Image2</td>
<td>Pts</td>
<td>Pts</td>
</tr>
<tr>
<td>A 2295 B 2010</td>
<td>A+B 4305</td>
<td>38.26</td>
<td>25</td>
</tr>
<tr>
<td>A 2295 C 1588</td>
<td>A+C 3883</td>
<td>32.68</td>
<td>70</td>
</tr>
<tr>
<td>A 2295 D 1737</td>
<td>A+D 4083</td>
<td>23.68</td>
<td>60</td>
</tr>
<tr>
<td>A+B 4305 C 1588</td>
<td>(A+B)+C 5893</td>
<td>20.28</td>
<td>70</td>
</tr>
<tr>
<td>A+B 4305 D 1737</td>
<td>(not shown) 6042</td>
<td>15.15</td>
<td>60</td>
</tr>
<tr>
<td>(A+B)+C 5893</td>
<td>((A+B)+C)+D 7630</td>
<td>15.07</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 1. Registration results of the views showed in Fig 7. The first three lines correspond to the registration between A and (B, C, D); the following three lines show the results of the incremental registrations. The number of points from each image, the final percentage of matched points, CPU time and rotational and translational errors in reference to the given transformation are presented.

5 Conclusions and Further Improvements

This paper presents a new strategy to register range images by using both, an edge-based representation and the classical ICP algorithm. The proposed technique has been tested with different kind of range images showing a good performance in front of the classical registration techniques which use all the range image data points. The advantages of the proposed technique are in terms of CPU time as well as in terms of the sensibility to the initial estimated transformation. It has been shown that ICP algorithm could not always converge to the correct solution when all the points contained in the given range image are considered; however in these particular situations ICP found the correct parameters when an edge-based representation was considered (in both cases the same $T_0$ matrix has been used).

Edge based representation is a compact way to describe the different views of a single object or a scene. However, due to variations in surface sampling and noise from the range sensor, these edge based representations will not be exactly the same. Then, small registration error will appear. In this sense, a further work will consist of merging the proposed approach with the classical registration technique (considering all the range image points). The objective is to obtain in a first attempt, and in a fast way, a good registration transformation by using the proposed technique. Next, if a better accuracy is required, when the range images to be registered are almost near to the final position all the data points will be considered improving thus the final result—alternatively points to be registered could be included in an incremental way according with some weight function.

Another further work will be to study those cases where the density of points in the range images to be registered is different. For those particular cases an edge resampling strategy will be implemented. It will generate the same density of points in both edge representations to be registered. This process could be understood as a decimation algorithm used for the techniques which register range images represented by triangular meshes [18].
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