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Abstract—In this paper we present an automatic method for separating static and variable content from administrative document images. An alignment approach is able to unsupervisedly build probabilistic templates from a set of examples of the same document kind. Such templates define which is the likelihood of every pixel of being either static or variable content. In the extraction step, the same alignment technique is used to match an incoming image with the template and to locate the positions where variable fields appear. We validate our approach on the public NIST Structured Tax Forms Dataset.

I. INTRODUCTION

Many efforts have been made by companies and institutions in the digital age to get rid of processing information stored in physical paper by shifting their workflows towards electronic information. A paperless working environment present several advantages such as important economic and storage savings, remote accessibility to information, security and environmental progress. However, the fact is that nowadays most of entities still need to process an important portion of their incoming data in paper, image or in the best case scenario, in electronic document formats. In most of the cases, such information comes in an unstructured way, so that an interpretation step is still needed in order to extract in a structured way such data. Manually processing the bulk of incoming documents is a really costly task and the industry and the market needs have led an important amount of research and development in the context of automatic processing such administrative documents.

In the field of Document Image Analysis, many tasks that fall within the digital mailroom paradigm have been addressed, from document classification [1], [2], [3], document flow segmentation [4], routing [5], and information extraction [6], [7], [8], [9]. In particular, the information extraction step, is often based on the definition of templates that help to point out the locations in which an OCR engine has to read the particular fields to extract. Such templates are usually based on the detection of anchor elements that can be easily and steadily extracted from different instances of the same document kind, i.e. they are based on the detection of static content that always appear within the documents under study and that can help to locate the position of variable information. Prior work such as the methods proposed by Ishitani [7], [8], Peanho et al. [6], Rusiñol et al. [9], Schuster et al. [10] or Santosh et al. [11] often involve a manual intervention of an expert user that assist the system in building such templates.

In this paper we focus in a particular step of the broader information extraction problem which is the task of segmenting which portions of a document image might contain relevant content since they are the ones that change from instance to instance of the same document type. We propose an unsupervised and fully automated process that given several examples of the same document kind is able to produce a probabilistic template that will indicate the likelihood of every pixel of being either static or variable content. In order to do so, we rely on an image alignment algorithm [12], [13] that is able to cope with the deformations that we can find across different document instances. Once this probabilistic template is build, new incoming document images are processed in order to detect the variable zones of those unseen documents. The main advantage of the system is obviously its ability of producing those templates in an automatic fashion, thus eliminating the need of manual intervention. This specially useful in historical collections where the template of the form is usually not available and therefore has to be generated.

Such approach is mainly interesting when dealing with highly structured documents that have a predefined static layout that is later filled by the users with the relevant information. We carried our tests using the public NIST Structured Tax Forms Dataset (SPDB2) [14], but such method could also be applied to other document kinds that also present this particularity of mixing static and variable content such as invoices, contracts, identification documents, and so on...

The rest of this paper is organized as follows. In Section II we present the overview of the problem. Section III is devoted to present the algorithm for aligning two document images from the same class. Then, in Section IV we present our system pipeline. Section V presents the experimental results that we carried and finally conclusions are drawn in Section VI.

II. OVERVIEW

We show in Figure 1 a schematic overview of the proposed system. Two different stages are considered. In an offline step, several instances of the same document kind have to be provided to the system. A pairwise alignment step is
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applied in order to cope with distortions that might appear in the digitization process so that all the images are registered together. Once aligned, pixels that are steadily activated as foreground are considered as most probable to be static content whereas pixels that are foreground in some images but not in the others are considered more likely to be variable content. From this “voting” step, a probabilistic template image is automatically produced.

When a new incoming image arrives, it is then aligned with the probabilistic template which is also used in order to weight the foreground pixels. A simple post-processing step is then used in order to end up either with a binary image that only contains variable content or with a set of bounding-boxes in the original image that locate such variable fields.

Let us continue with the details on how the alignment step is performed.

III. DOCUMENT ALIGNMENT

In order to align two document images \( I \) and \( T \), we use the algorithm proposed by Lucas and Kanade [12] to compute the optical flow of the image. This method however has been extensively used in image registration problems, specifically on face registration [15]. The aim of the algorithm is to find the parameters \( p \) that wrap the image \( I \) so it minimizes the differences with the image \( T \),

\[
\arg\min_p \sum_x ||I(W(x, p)) - T(x)||^2, \tag{1}
\]

where \( W(x, p) \) is the wrap function that converts the coordinates \( x \) from the template to the original image reference frame. The complexity of transform \( p \) depends on the model used to relate both images. For example, for face registration problems a non-rigid model like Active Appearance Models [15] is used. However, in our case document images are related at most by an affine transform so \( p = [t_x, t_y, s_x, s_y, k, \alpha] \), where \( t_x \) and \( t_y \) are the translation parameters, \( s_x \) and \( s_y \) are the scale parameters, \( k \) is the skew parameter and \( \alpha \) is the rotation parameter. Then, the wrap function \( \{x’, y’\} = W(x, y, p) \) becomes,

\[
x’ = s_x \cos(\alpha) x + (s_k \cos(\alpha) + s_y \sin(\alpha)) y + t_x
\]

\[
y’ = -s_x \sin(\alpha) x + (-s_k \sin(\alpha) + s_y \cos(\alpha)) y + t_y.
\]

The algorithm finds the solution to Eq. 1 by iteratively computing the parameters increments \( \Delta p \) that solve

\[
\arg\min_p \sum_x ||I(W(x, p + \Delta p)) - T(x)||^2, \tag{2}
\]

and updating the parameter \( p = p + \Delta p \) until the parameters estimate \( p \) converges. The non-linear expression \( I(W(x, p + \Delta p)) \) on Eq. 2 is linearized with its first order Taylor expansion,

\[
\arg\min_p \sum_x ||I(W(x, p)) + \nabla I \frac{\partial W}{\partial p} \Delta p - T(x)||^2, \tag{3}
\]

where \( \nabla I = (\partial I/\partial x, \partial I/\partial y) \) is the gradient of \( I \) evaluated at \( I(x, p) \) and the term \( \frac{\partial W}{\partial p} \) is the Jacobian of the wrap function which in our case is

\[
\frac{\partial W}{\partial p} = \begin{bmatrix} \cos(\alpha) & -\sin(\alpha) & -x & -y & y s -x s & -x \sin(\alpha) + y s \cos(\alpha) \\ \sin(\alpha) & \cos(\alpha) & x & y & -y s + x s & y \sin(\alpha) + x s \cos(\alpha) \end{bmatrix},
\]

where \( s_\alpha = \sin(\alpha) \) and \( c_\alpha = \cos(\alpha) \). Then, Eq. 3 is solved by computing its partial derivatives and solving the resulting equation, that gives

\[
\Delta p = H^{-1} \sum_x [\nabla I \frac{\partial W}{\partial p}]^T [T(x) - I(W(x, p))], \tag{4}
\]

where \( H \) is the Gaussian-Newton approximation to the Hessian matrix

\[
H = \sum_x [\nabla I \frac{\partial W}{\partial p}]^T [\nabla I \frac{\partial W}{\partial p}]. \tag{5}
\]

Summarizing, the algorithm starts with an initial estimation of the parameters, in our case \( p = [0, 0, 1, 1, 0, 0] \) and it keeps updating the parameter estimation \( p \) with Eq. 4 until it converges, i.e., until \( \|\Delta p\| < \epsilon \), where \( \epsilon \) is a small value.

This algorithm is sensible to local minima, so several authors replaced the sum of squared errors in Eq. 1 by a more robust estimate of the registration error between the two images like the enhanced correlation coefficient [16], Gabor filters computed in the Fourier domain [17], image gradient [18] or feature-based methods [19]. In our case, we use the original algorithm but we take several pre-processing steps before aligning the document images, so the registration algorithm attains a certain degree of robustness. First, the
images are binarized using the adaptive binarization algorithm proposed by Sauvola and Pietikäinen [20]. The advantages of working with binarized images are twofold: it lessens the effects of illumination and degradation problems in the document images, and it allows to accelerate the registration algorithm by reducing the amount of points that we need to wrap while estimating $\Delta p$. Then, a connected component analysis step is used to remove regions which are too small to be relevant and large regions which are touching the image margins and are likely to be marginal artifacts. Finally, the module of the gradient is computed over the image in order to reduce the effects of large foreground regions. These regions provide a large contribution to the estimation of $\Delta p$ in Eq. 4 and they can lead to a misalignment between the images when they belong to a dynamic document structure (e.g. a text written with a larger font or a stamp graphic). Using the module of the gradient, we only keep the contour of the foreground elements so the influence of large structures on the $\Delta p$ is reduced. The obtained image is re-binarized with the Otsu algorithm [21].

As we pointed out before, by using binarized images we only have to take into account the foreground pixels while wrapping the original image. Therefore, we can reduce the computational cost of the algorithm by only wrapping those pixels. Moreover, the algorithm can be further speeded up by selecting an small random sub-set of the foreground pixels. In our case, images are correctly registered using only a 5% of the foreground pixels.

The algorithm is sensible to local minima, so when images are related by a large transform it is very likely that the registration algorithm gets stuck at a local minima before obtaining the actual registration parameters. Therefore, we follow a multiscale approach where the parameters $p$ are initially computed using a large sigma at $\nabla I$ (e.g. with $\sigma = 20$). Then, the parameters $p$ are recomputed using a smaller sigma using the previous estimation as a warm start until we reach $\sigma = 1$. Although this should increase the computationally cost of the algorithm, the algorithm has the same runtime as we use spatial pyramids and recursive Gaussian derivatives [22] to obtain the $\nabla I$ at each scale, the algorithm converges faster at coarser scales as there are less details and the warm initialization greatly reduces the number of iterations of finer scales.

IV. System Description

We use the image registration algorithm from Section III both to align the document images while creating the model template and also to register the model template with a document image when filtering the static parts to obtain the dynamic content of the document.

A. Document Static Model Generation

We have a set of document images which have the same layout as the sample shown in Fig. 2 and we want to obtain an image which contains only the document structures which are common in all documents, i.e. the static elements of the document collection. An example of an obtained model template is shown in Fig. 3.

In order to obtain such a model, we first have to align all the documents of the collection using the algorithm described in Section III. We can obtain the model by computing all possible image pairs, however following this approach the number of image pairs to be aligned is quadratic respect the number of image of the set. For example, the collection of Fig. 2 has 24 images which means that we have to compute 300 relationships to obtain all the image relationships. Instead, we can randomly select $N$ images which in turn are randomly aligned only with $M$ images of the collection. The resulting model is generated only computing $N \times M$ image pair alignments and although it uses less images, the obtained model does not greatly differ from the obtained using the whole collection. For instance, the model in Fig. 3 has been generated with $N = M = 7$ so only 49 image pairs are aligned.

The document static model $\mathcal{M}$ for the collection of document images $\mathcal{C}$ is generated with two steps: first we generate as set of $N$ partial models $\mathcal{P} = \{\mathcal{P}_k \in \mathcal{C}|k \in \{1,...,N\}\}$ and then we group them into the final document static model $\mathcal{M}$. A partial mode $\mathcal{P}_k$ is created by randomly selecting a base image $\mathcal{X}_k \in \mathcal{C}$ which is then intersected with $M$ randomly selected images $\mathcal{Y}_k = \{\mathcal{Y}_{ki} \in \mathcal{C}|i \in \{1,...,M\}\}$. Like in the previous section, we use the Sauvola and Pietikäinen algorithm [20] to remove illumination and degradation artifacts from the images, so $\mathcal{X}_k$ and $\mathcal{Y}_k$ images are binary. The intersection image $\mathcal{I}_{ki}$ between $\mathcal{X}_k$ and $\mathcal{Y}_k$ is computed as

$$\mathcal{I}_{ki} = G_\sigma(\mathcal{X}_k) \cdot G_\sigma(W(\mathcal{Y}_{ki}, p_{ki})), \quad (6)$$

where $W(I, p)$ applies the affine transform $p$ to the image
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I, \( p_{ki} \) are the parameters of the transform that align \( Y_{ki} \) to \( X_k \), and \( G_{\sigma = 1} \) is a Gaussian filter used to smooth the binary images in order to account for small binarization and misalignment errors. Then, we compute the average between the intersection images as

\[
\tilde{P}_k = \frac{1}{M} \sum_i I_{ki}
\]

and obtain the partial model \( P_k \) by applying a pixel-wise sigmoid function over \( \tilde{P}_k \) to increase its contrast. Instead of just accumulating all the intersection among images to generate the model, we apply a sigmoid function which is a non-linear transform that removes low probability contributions that appear in regions where dynamic structures are commonly present. Therefore, these dynamic structures won’t receive enough support in the final static model \( M \).

Finally, the static document model is obtained by accumulating all the partial models \( P \) by

\[
\tilde{M} = \frac{1}{N} \sum_k W(P_k, \tilde{p}_k),
\]

where \( \tilde{p}_k \) are the parameters that align the \( k \)-th partial model to \( P_1 \). The selection of \( P_1 \) as reference frame is arbitrary and we can select any other partial model as reference. Alternatively, we could also estimate the location of the reference frame by averaging the transforms that relate all partial models. However, the main goal is just to accumulate all partial models into the final model, so the reference frame used is not important. Like with the partial models, the static document model \( \tilde{M} \) is obtained applying a pixel-wide sigmoid function over \( \tilde{M} \).

B. Dynamic Elements Detection

Once we have generated the static model \( M \) for the collection \( C \), we can remove the static parts of the image \( Q \in C \) by

\[
S = Q \cdot D(W(M, \tilde{p})),
\]

where \( D(\cdot) \) is a dilation operator of \( 5 \times 5 \) used to widen the wrapped model and \( \tilde{p} \) are the parameters of the affine transform that aligns the model \( M \) to the query image \( Q \). The contrast of the resulting image is improved by applying a pixel-wise sigmoid function over \( I \).

In order to find the dynamic element regions, we binarize \( S \) by simply applying a low threshold (e.g. activate the pixels that have a probability above 0.25) and merging the detected regions by applying a morphological opening with a rectangular structuring element. The regions which does not have enough support, have unlikely shapes (e.g. are too thin) or have highly intersect with another region are filtered out.

V. Experimental Results

In order to carry out our experiments we used the NIST Structured Tax Forms Dataset (SPDB2) [14]. We have selected a subset of 15 document classes, which are the ones that we have enough document image samples of the same type. For each of those 15 classes, 24 images where selected to build the probabilistic templates in the offline stages. A single example for each class is then used as testing image to assess the quality of the content extraction.
First, we present in Figure 4 some qualitative results. We show three different test images along with the produced probability maps for the variable field extraction. Here darker values indicate a higher pixel probability of being a variable field and brighter values indicate a higher probability of being static content. Pixels belonging to the static part are almost unperceptible here. We also show the final segmentations of variable content, and we can appreciate that some false alarms appear either due to binarization noise (which in some sense is a variable element) and to highly textured zones.

In order to quantitatively evaluate our system, we manually groundtruth all the variable fields in the 15 test images to see at which extend the proposed methodology is able to locate such fields and at which extend it also delivers false alarms. In total the ground-truth is composed of 483 fields to extract. We can see the results in form of a contingency matrix in Table I. Here, the true positive condition are all the variable fields and the true negative condition is not quantized since it is the rest of the document (static content). When we run our method, we end up correctly retrieving 466 of the variable fields (true positives) while missing 17 of them (false negatives) and providing 12 erroneous segmentations in zones where there are no variable elements (false positives). In summary, the proposed method yielded a precision of 97.49% and a recall of 96.48% in the task of retrieving variable fields.

VI. CONCLUSIONS

In this paper we have presented an automatic method for separating static and dynamic content that appear in administrative document images. Such method allows to define probabilistic templates aimed at locating locations of relevant fields without the need of an expert user intervention. We have validated our approach on the public NIST Structured Tax Forms Dataset, and we plan to make further tests on other administrative documentation such as invoices, contracts, id cards, etc.
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Fig. 4. Detection results. a) Test images, b) Probability maps of the variable elements after aligning the test documents with their respective templates, c) Final bounding-box extractions.