Abstract
In this paper, we study the effect of taking the user into account in a query-by-example handwritten word spotting framework. Several off-the-shelf query fusion and relevance feedback strategies have been tested in the handwritten word spotting context. The increase in terms of precision when the user is included in the loop is assessed using two datasets of historical handwritten documents and two baseline word spotting approaches both based on the bag-of-visual-words model. We finally present two alternative ways of presenting the results to the user that might be more attractive and suitable to the user’s needs than the classic ranked list.
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1 Introduction
Handwritten word spotting can be defined as the task of retrieving a set of locations from document images where a given word is likely to appear without explicitly transcribing all the handwritten words. Within the field of document image analysis, handwritten word spotting has received a lot of attention and is today a quite mature research topic. The kickoff word spotting approaches applied to handwritten document images were presented in the mid 90’s [27,36]. Research in this topic has been mainly motivated by the huge amounts of cultural heritage assets that are still nowadays confined...
in digital libraries without any effective framework providing accessibility to those contents.

We can broadly define a taxonomy of handwritten word spotting methods that distinguishes two main families. The first group consists of the word spotting methods that are aimed at detecting just a closed set of predefined words. These methods usually entail a training step in which a model for each of the possible words that the user wants to spot is built. Usually, these methods are preferred in multi-writer scenarios, where the user wants to assess whether a document contains one of the predefined keywords or not. Some examples of this family are the works proposed by Rodríguez-Serrano and Perronnin in [32], by Fischer et al.[11], by Choisy [6], by Edwards et al. in [9] or Chan et al. in [5] in which Hidden Markov Models (HMM) are used to model handwritten words, or the work proposed by Frinken et al. in [13] and in [14] in which Neural Networks (NN) are used to build the models. Such methods are usually known as learning-based methods since they entail the use of machine learning techniques.

One the other hand, there is another set of word spotting methods which are more retrieval-oriented. In that case, given a document collection which has been indexed off-line, the user casts a word query and he wants to retrieve from the image collection similar instances of that word. In that case there is no training stage involved and the user can query whatever word he wants. Most of the early-days works on handwritten word spotting followed this paradigm, as the seminal publication of Manmatha et al. in [27] or the work of Syeda-Mahmood [36]. Such paradigm is often known as query-by-example methods, and they are based on matching the word provided by the user with the rest of words in the collection. Many recent handwritten word spotting methods that follow this paradigm have been proposed such as the works by Fornés et al. in [12], Lladós et al. in [25], Zhang et al. in [39], Terasawa and Tanaka in [37] or Rusiñol et al. in [34]. We target our work in the query-by-example handwritten word spotting methods.

Query-by-example handwritten word spotting methods can be understood as a particular case of Content-Based Image Retrieval (CBIR), in which given an image collection (of handwritten words in our case) and a query image we want to retrieve the most similar image in terms of contents (in our case the actual textual contents). Although these word spotting methods are a particular application of the information retrieval (IR) field, very few works have taken advantage of common strategies that have been used within the IR community for long time. A clear example is the lack of word spotting methods that include the user in the loop. Just some works like the method by Bhardwaj et al. [3] or the one by Cao et al. [4] propose to include a relevance feedback step. They both use the Rocchio’s [31] well-known relevance feedback method and they both show significant improvements when including this feedback
from the user. Similar conclusions were drawn in the case of typewritten word spotting in the work presented by Konidaris et al. [21] and Kesidis et al. [19].

We present in this paper a study on the effect of taking the user into account in a handwritten word spotting framework. We test in this paper two different approaches, namely, query fusion and relevance feedback. The former consists of asking to the user to cast several queries instead of a single one and somehow combine the results. The latter consists of retrieving the similar words from the dataset and asking to the user to provide some feedback about which results were correct and which were incorrect. This relevance feedback allows to provide an enhanced result list in a subsequent iteration. Several off-the-shelf IR methods are applied in the word spotting context. The increase in terms of precision is assessed using two datasets of historical handwritten documents and two baseline word spotting approaches both based on a bag-of-visual-words model. This paper is an extension of a previous conference version [35]. We have substantially extended its contents by proposing a new baseline method, adding four additional score normalization strategies and by finally introducing two different alternative ways of visualizing the spotting results.

The remainder of this paper is organized as follows. We overview in Section 2 the baseline handwritten word spotting methods. Section 3 is focused on the query fusion experiments whereas Section 4 deals with relevance feedback. In Section 5 we present the document image datasets and the evaluation measures. We then provide in Section 6 the experimental results. In Section 7 we propose the two alternative results visualization options. We conclude and present some discussion on Section 8.

2 Baseline Bag-of-Visual-Words Methods

In this section, we give the details of our word spotting baseline methods. Here, we assume that the words in the document pages have been previously segmented by a layout analysis step. Both the queries and the items in the database are thus segmented word snippets. The way we describe those word images is based on the bag-of-visual-words (BoVW) model powered by either SIFT [26] or Shape Context [2] descriptors. We start with a clustering of the descriptors to build a codebook. Once we have the codebook, word images are encoded by the BoVW model. In a last step, in order to produce more robust word descriptors, we add some coarse spatial information to the orderless BoVW model. Let us first detail the baseline system using SIFT features and subsequently the one using the shape context descriptor.
2.1 SIFT features

The first baseline consisting on a BoVW model powered by SIFT features was proposed in [34], and the exact parametrization we use here has been compared against a number of alternate handwritten word representations in [24]. We refer the interested reader to [24] for an exhaustive description of the representation method.

For each word image in the reference set, we densely calculate the SIFT descriptors over a regular grid by using the method presented by Fulkerson et al. in [15]. Three different SIFT descriptor scales are considered. The grid and scale parameters are dependent on the word sizes, and in our case have been experimentally set. We can see in Figure 1 an example of dense SIFT features extracted from a word image. Because the descriptors are densely sampled, some SIFT descriptors calculated in low textured regions are unreliable. Therefore, descriptors having a low gradient magnitude before normalization are directly discarded.

![Fig. 1. Dense SIFT features extracted from a word image.](image)

Once the SIFT descriptors are calculated, by clustering the descriptor feature space into $k$ clusters we obtain the codebook that quantizes SIFT feature vectors into visual words. We use the $k$-means algorithm to perform the clustering of the feature vectors. In this work, we use a codebook with dimensionality of $k = 20,000$ visual words.

For each of the word images, we extract the SIFT descriptors, and we quantize them into visual words with the codebook. Then, the visual word associated to a descriptor corresponds to the index of the cluster that each descriptor belongs to. The BoVW feature vector for a given word snippet is then computed by counting the occurrences of each of the visual words in the image.

However, one of the main limitations of the bag-of-words-based models is that they do not take into account the spatial distribution of the features. In order to add spatial information to the orderless BoVW model, Lazebnik et al. [23] proposed the Spatial Pyramid Matching (SPM) method. This method roughly takes into account the word distribution over the image by creating a pyramid of spatial bins.

This pyramid is recursively constructed by splitting the images in spatial bins following the vertical and horizontal axis. At each spatial bin, a dif-
ferent BoVW histogram is extracted. The resulting descriptor is obtained by concatenating all the BoVW histograms. Therefore, the final dimensionality of the descriptor is determined by the number of levels used to build the pyramid.

In our experiments, we have adapted the idea of SPM to be used in the context of handwritten word representation. We use the SPM configuration presented in Figure 2 where two different levels are used. The first level is the whole word image and in the second level we divide it in its right and left part and its upper, central and lower parts. With this configuration we aim to capture information about the ascenders and descenders of the words as well as information about the right and left parts of the words. Since we used a two levels SPM with 7 spatial bins, we therefore obtain a final a descriptor of 140,000 dimensions for each word image.

Fig. 2. Second level of the proposed SPM configuration. Ascenders and descenders information and right and left parts of the words is captured.

2.2 Shape Context Features

As a second baseline system we propose to build the BoVW model in terms of shape context features [2]. The idea of aggregate shape context descriptors into a bag-of-words representation was originally proposed by Mori et al. in [28]. Shape context descriptors have also been proven to yield good results to represent words [25].

In order to extract the shape context descriptors from handwritten words we have applied some preprocessing steps. First word snippets are binarized by using the Otsu’s method and the edges from the binary image are extracted. These edge points are then equally-spaced sampled and we end up with $n$ points that roughly describe the word’s shape. We can see an example of those steps in Figure 3.

Following the original proposal of the shape context descriptor a log-polar binning is centered at each of the considered points and a histogram accumulates the amount of points that fall within each bin. In our experimental setup we used 12 angular and 5 distance bins delivering a 60-dimensional descriptor for each of the sampled points. We can see an example of the shape context descriptor centered in one point in Figure 4.

The codebook quantizing the shape context space is obtained by clustering
Fig. 3. Preprocessing steps to compute the shape context descriptor. a) Original image, b) binarized version by using Otsu’s method, c) its edge and d) equally spaced sampled points from the word edges.

Fig. 4. Example of the shape context descriptor. a) the log-polar bins centered at a given sampled point of the shape, b) its corresponding histogram values.

the descriptor feature space into $k$ clusters by the $k$-means algorithm. For this approach, we used a much smaller codebook than the previous baseline, having dimensionality of $k = 2^{13}$ visual words. Since the shape context descriptor already encodes the spatial distribution of the points within a word, we have not observed significant improvements when using spatial pyramids, so the original BoVW model is kept.

2.3 Normalization and Word Retrieval by Similarity

Finally, all the word descriptors are normalized by using the $L_2$-norm. In order to assess whether a query word image is similar or not to a given word image in the collection, we use the cosine distance between its feature vectors $f_q$ and $f_c$ respectively.

$$d(f_q, f_c) = 1 - \frac{f_q \cdot f_c}{\|f_q\| \|f_c\|}$$  \hspace{1cm} (1)
3 Query Fusion

One of the classic ways to enhance the retrieval results in an IR scenario is to cast several queries instead of a single one and somehow combine the results. This is particularly interesting when the queries come from different modalities. In the case of word spotting, asking the user to provide several instances of the sought word might be advantageous in order to overcome the variability of handwritten words.

We have tested three different fusion strategies. One early fusion strategy where the queries feature vectors are combined before performing the retrieval step and two late fusion strategies where we perform as many retrieval rounds as different queries the user provides and the ranked lists are finally combined somehow. Let us detail these three fusion methods.

- **Early fusion** is achieved by simply averaging the query image descriptors and then normalizing again by the $L_2$-norm.
- **CombMAX** is a late fusion method that assigns to the words in the collection its maximum score across the different casted queries. The final resulting list is then re-sorted in terms of these maximum obtained scores.
- **Borda Count** is also a late fusion method in which the topmost image on each ranked list gets $n$ votes, where $n$ is the dataset size. Each subsequent rank gets one vote less than the previous. The final ranked list is obtained by adding all the votes per image and re-sorting.

By these three different strategies we believe we cover a wide range of fusion families. On the one hand the early fusion method combines the queries in the descriptor space. On the other hand the late fusion strategies combine the resulting lists from different retrieval rounds. In that case, the CombMAX method takes into account the obtained scores across queries whereas the Borda Count ignores the scores and focuses on the absolute ranking of the collection words.

However, in the related literature it has been noted that the late fusion strategies that combine scores might benefit from a score normalization step [20,29]. Here we have used four different score normalization strategies used in combination with the CombMAX that given a set of matching scores $S_k$ with $k = 1, 2, \ldots, n$ compute their normalized scores $S'_k$.

- **Minmax**: applies a scaling factor and transforms the scores in a common range $[0, 1]$. Being $S_{\min}$ and $S_{\max}$ the minimum and maximum of the scores respectively,

  $$S'_k = \frac{S_k - S_{\min}}{S_{\max} - S_{\min}}.$$

As noted in [18], such method is highly sensitive to outliers in the data used.
for estimation.

- **Z-score**: is the most common normalization score technique. It is computed using the arithmetic mean $\mu$ and standard deviation $\sigma$ of the given data.

$$S'_k = \frac{S_k - \mu}{\sigma}.$$ 

By using the arithmetic mean and standard deviation, the method is also sensitive to outliers.

- **Tanh**: is a more robust and efficient score normalization technique that also takes into account the mean and standard deviation.

$$S'_k = \frac{1}{2} \left\{ \tanh \left[ 0.01 \cdot \left( \frac{S_k - \mu}{\sigma} \right) \right] + 1 \right\}.$$ 

- **MAD**: the median and median absolute deviation are insensitive to outliers and the points in the extreme tails of the distribution [18].

$$S'_k = \frac{S_k - \text{median}}{\text{MAD}},$$

where $MAD = \text{median}(|S_k - \text{median}|)$.

We will test the influence of such score normalization techniques used together with the CombMAX late fusion strategy.

### 4 Relevance Feedback

The most natural way to take into account the user in an IR application is by means of relevance feedback [1]. After an initial retrieval step, the user is asked to provide some feedback about which results were correct and which were incorrect. This feedback about relevance allows to provide an enhanced result list in the subsequent iterations.

Here, we have tested three different relevance feedback methods from two different families. The Rocchio and the Ide methods, are relevance feedback algorithms that follow the idea of query reformulation whereas the relevance score method is a re-ranking method. Relevance feedback methods that follow the idea of query reformulation try to find, given the relevance assessments, a new query point in the vector domain that is closer to the positive samples and farther to the negative ones than the original query point. On the other hand, re-ranking methods, such as the relevance score method, try to reorganize the original resulting list in terms of the relevance assessments without casting any new query. Let us detail these three relevance feedback methods.
4.1 Rocchio’s Algorithm

The Rocchio’s algorithm [31] is one of the most widely used relevance feedback strategies in the IR field. To our best knowledge it is the only relevance feedback strategy that has been used in the context of word spotting [3,4,19,21]. At each relevance feedback iteration, the Rocchio’s algorithm computes a new query point in the descriptor space aiming to incorporate relevance feedback information into the vector space model. The modified query vector $f_q^m$ is computed as

$$f_q^m = \alpha f_q^o + \beta \frac{1}{|D_r|} \sum_{d_j \in D_r} d_j - \gamma \frac{1}{|D_n|} \sum_{d_j \in D_n} d_j,$$

where $f_q^o$ is the original query vector, and $D_r$ and $D_n$ the sets of relevant and non-relevant handwritten word images that the user has marked respectively. $\alpha$, $\beta$ and $\gamma$ are the associated weights that shape the modified query vector with respect to the original query, the relevant and non-relevant items. In our experimental setup we have experimentally set the following values $\alpha = 1$, $\beta = 0.75$ and $\gamma = 0.25$.

4.2 Ide Dec-hi Method

The Ide dec-hi method [17] is a variant of the Rocchio’s algorithm usually known to perform slightly better in most of the IR scenarios. Instead of considering all the non-relevant items, it just takes into account the topmost ranked non-relevant item $d_{non}$ in order to compute the modified query vector as

$$f_q^m = \alpha f_q^o + \beta \sum_{d_j \in D_r} d_j - \gamma d_{non}.$$

In our setup we experimentally set the weighting values to $\alpha = \beta = \gamma = 1$.

4.3 Relevance Score

Finally, the relevance score algorithm presented in [16] by Giacinto and Roli is a re-ranking method. The idea behind the algorithm is that for each word image in the resulting list we assign the ratio between the nearest relevant and the nearest non-relevant word images as the new score for this particular
image. The relevance score RS is computed as follows:

\[
RS(x, (D_r, D_n)) = \left(1 + \frac{\min_{d_j \in D_r} d(x, d_j)}{\min_{d_j \in D_n} d(x, d_j)}\right)^{-1},
\]

(4)

where \(x\) is the feature vector of any image in the dataset and \(d(x, d_j)\) is the cosine distance between two handwritten word descriptors previously described in Equation 1. The new resulting list is obtained by re-ranking the word list in terms of their relevance scores.

5 Datasets and Evaluation Measures

To perform the experiments, we used two datasets of handwritten documents that are accurately segmented and transcribed. All the words having at least three characters and appearing at least ten times in the collections were selected as queries. The first image corpus (GW dataset) consists of a set of 20 pages from a collection of letters by George Washington [30]. It has a total of 4860 segmented words with 1124 different transcriptions. That is 1847 word snippets that are taken as queries, and that correspond to 68 different words. The second evaluation corpus (BCN dataset) contains 27 pages from a collection of marriage registers from the Barcelona Cathedral [10] having 6544 word snippets with 1751 different transcriptions. In that collection we use 514 queries from 32 different words. We can see an example of both datasets in Figure 5.

In order to evaluate the performance of the different user interaction methods in a word spotting framework we have chosen to report the mean average precision mAP measure [38]. Given the retrieved and relevant sets to a query, \(ret\) and \(rel\) respectively, the mean average precision is computed using each precision value after truncating at each relevant item in the ranked list. For a given query, let \(r(n)\) be a binary function on the relevance of the \(n\)-th item in the returned ranked list and \(P@n\) the precision considering only the \(n\) topmost results returned by the system. The mean average precision obtained for the \(Q\) queries is then defined as follows:

\[
mAP = \frac{\sum_{q=1}^{Q} \sum_{n=1}^{\text{rel}} (P@n \times r(n))}{\text{rel}}.
\]

(5)

In order to assess the statistical significance of the improvement when using either query fusion or relevance feedback against the baseline systems, we have computed a paired-sample \(t\)-test at the 0.01 significance level.
6 Experimental Results

First, we can see some qualitative results for both collections in Figure 6. Although some false positives appear in the first ten responses, it is interesting to notice that this false positive words are in most of the cases similar to the query in terms of shape. In Figure 6, when asking for the word *Farrer* in the Barcelona Cathedral collection, we obtain similar results such as *Ferrer*, *Famades* or *Farrandis*. In the case of the George Washington collection, the behavior is similar. When asking for the word Company we obtain as false alarms similar words as *Conway* or *Commissary*.

6.1 Query Fusion

In order to test the fusion methods we ask the user to cast three simultaneous queries to the system. For each collection all the possible combinations of three queries for all the word classes are tested and the $mAP$ averaged. We can observe the obtained results in Table 1. We can see that all the fusion methods outperform the baseline methods in both collections except the Borda Count method in the BCN collection when using the shape context descriptor, which might indicate that with such descriptors, the sole use of the
Fig. 6. Queries and qualitative results for the a) BCN collection and b) GW collection when using the baseline powered by SIFT descriptors

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Early Fusion</th>
<th>CombMAX</th>
<th>Borda</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GW</td>
<td>0.4219</td>
<td><strong>0.5040</strong></td>
<td>0.4681</td>
<td><strong>0.4474</strong></td>
</tr>
<tr>
<td>BCN</td>
<td>0.3004</td>
<td><strong>0.4347</strong></td>
<td>0.3880</td>
<td><strong>0.3992</strong></td>
</tr>
<tr>
<td>Shape Context</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GW</td>
<td>0.4029</td>
<td><strong>0.4706</strong></td>
<td>0.4614</td>
<td><strong>0.4141</strong></td>
</tr>
<tr>
<td>BCN</td>
<td>0.2882</td>
<td><strong>0.3197</strong></td>
<td>0.3053</td>
<td><strong>0.2659</strong></td>
</tr>
</tbody>
</table>

ranking is not enough to provide a robust fusion of different queries, whereas when using the scores a performance increase can be observed. In addition, early fusion performs better than the two late fusion strategies for both collections and both baselines as well. There are no significant differences between the two late fusion strategies in the baseline using SIFT features whereas in the baseline using shape contexts the combMAX strategy outperforms Borda Count, indicating that the scores associated to the words convey a pertinent information in that case.

We have used the raw scores in order to apply the late fusion strategy CombMAX in Table 1. We present in Table 2, the obtained results when applying a score normalization function before applying the CombMAX method. Besides the Minmax method, that in some scenarios perform worse than the raw CombMAX strategy, the rest of the score normalization functions outperform the sole use of CombMAX, although there is no clear advantage in using one or the other, since the best performances depend on the scenario. However, the tanh normalization score provides a statistical significant improvement in all the experiments. We provide in Figure 7 the precision and recall curves when
Table 2

\[ \text{mAP for various score normalization strategies when used with the combMAX fusion approach. Displayed in bold the best score normalization function. Triangles denote either improvement or deterioration and statistical significance versus the raw use of CombMax when filled.} \]

<table>
<thead>
<tr>
<th></th>
<th>Baseline CombMAX</th>
<th>Minmax</th>
<th>Zscore</th>
<th>Tanh</th>
<th>MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT GW</td>
<td>0.4219</td>
<td>0.4681</td>
<td>0.4672</td>
<td>0.4797</td>
<td>0.47869</td>
</tr>
<tr>
<td></td>
<td>▽</td>
<td></td>
<td>▲</td>
<td>▲</td>
<td>▲</td>
</tr>
<tr>
<td>BCN</td>
<td>0.3004</td>
<td>0.3883</td>
<td>0.4172</td>
<td>0.3939</td>
<td>0.42786</td>
</tr>
<tr>
<td></td>
<td>△</td>
<td></td>
<td>▲</td>
<td>▲</td>
<td>▲</td>
</tr>
<tr>
<td>Shape Context GW</td>
<td>0.40289</td>
<td>0.4614</td>
<td>0.4623</td>
<td>0.4714</td>
<td>0.47051</td>
</tr>
<tr>
<td></td>
<td>△</td>
<td></td>
<td>▲</td>
<td>▲</td>
<td>▲</td>
</tr>
<tr>
<td>BCN</td>
<td>0.28821</td>
<td>0.3059</td>
<td>0.3125</td>
<td>0.3360</td>
<td>0.32324</td>
</tr>
</tbody>
</table>

using SIFT features for both datasets, and using the best score normalization function in each scenario.

![Precision Recall curves for the a) GW and b) BCN collections when using SIFT features for the different fusion strategies.](image)

\[ \text{Fig. 7. Precision Recall curves for the a) GW and b) BCN collections when using SIFT features for the different fusion strategies.} \]

6.2 Relevance Feedback

We can see in Figure 8 an example of the relevance feedback strategy behavior. Given a query the system returns a ranked list. The user is then asked to mark a certain amount of returned words as being relevant or non-relevant (in green and red respectively in the figure). For the query reformulation strategies a new query is created and casted again in order to obtain an improved ranked list whereas in the re-ranking strategy we just re-rank the already obtained list. In order to test the three relevance feedback methods, we ask the user to give relevance on the first ten retrieved images. We guarantee that at least one positive and one negative sample are provided by taking the topmost ranked from each category.

![Relevance Feedback](image)

We can see in Table 3 the quantitative obtained results. We can observe that when using any of the relevance feedback strategies, the results clearly outperform the baselines handwritten word spotting systems for both collections.
Fig. 8. Qualitative example of applying the Rocchio relevance feedback method. a) The query word, b) the original retrieval with relevance assessments by the user (in green relevant words in red non-relevant words), c) returned results after a relevance feedback round.

Table 3

We provide in Figure 9 the precision and recall curves when using SIFT features for both datasets. Concerning the SIFT baseline, in both cases the best method is the Ide Dec-hi method which clearly performs better than the rest. In the case of the shape context baseline Ide Dec-hi performs better in the Barcelona Cathedral dataset whereas in the George Washington collection the relevance score method slightly outperforms the rest. In all the studied scenarios, between the two query reformulation strategies, Rocchio and Ide, Ide always steadily improves the results obtained by Rocchio.

In Figure 10 we show the evolution of the mAP measure depending on how many retrieved images the user has provided feedback. Obviously, the more images the user is asked to mark, the best the final performance is. Although in Table 3 the performance between Rocchio’s method and relevance score varied depending on the dataset, we can see from Figure 10, that when asking for more relevance assessments, we have the same behavior in both datasets, where the Ide and relevance score methods outperform Rocchio’s algorithm. The same exact behavior can be observed for the two different baseline systems.
Fig. 9. Precision Recall curves for the a) GW and b) BCN collections when using SIFT features for the different relevance feedback strategies.

Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>Average time (secs.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.3429</td>
</tr>
<tr>
<td>Early F.</td>
<td>0.3559</td>
</tr>
<tr>
<td>combMAX</td>
<td>1.0567</td>
</tr>
<tr>
<td>Borda</td>
<td>1.0331</td>
</tr>
<tr>
<td>Rocchio</td>
<td>0.3672</td>
</tr>
<tr>
<td>Ide</td>
<td>0.3677</td>
</tr>
<tr>
<td>RS</td>
<td>0.0968</td>
</tr>
</tbody>
</table>

Of course, depending on the application, asking for a manual labeling of so much images would not be feasible and a trade-off between manual effort and system’s performance has to be achieved.

6.3 Time Complexity

Finally, we report in Table 4 the average times taken for each of the methods. Regarding the query fusion methods, the early fusion strategy is as costly as the baseline, since in both scenarios just one query is casted, on the other hand, the late fusion methods are more computationally expensive since we cast three queries instead of one. Regarding the relevance feedback experiments, the reported times in Table 4 correspond to the time to compute the second result list. In that case, both Rocchio and Ide methods are like casting a new query to the system whereas the relevance score method is much more faster since it only has to re-rank the first obtained list. On the other hand, the relevance score method needs to have precomputed all the distances among words in the collection.

7 Visualization

The most common way in which image retrieval applications present the results to the user is by means of a ranked list that the user can navigate [8].
However this might no be neither the most attractive nor informative way of presenting the retrieval results to the user. A common approach proposed by Rubner et al. in [33] is to use multidimensional scaling (MDS) in order to plot in a 2D (or even 3D) space the different similarities of the returned results instead of delivering to the user a single dimensional signal. Such visualization frameworks have been scarcely used in document image retrieval applications, and the only related work to our best knowledge is the one presented by Cloppet et al. in [7]. While a simple ranked list might be enough for the large set of plain users, specialized users such as historians or paleographers might benefit from more complex views. We propose to use a spatial view that reflects the similarities or dissimilarities observed among the retrieved words.

Given a query, the handwritten word spotting system delivers a ranked list of the topmost $n$ similar elements in the collection. This ranked list can be browsed from more similar to less similar by the user, but the similarity notion is always with respect to the casted query. In many applications, it would be
however nice to also have some indicator on the similarity among all the returned elements. In order to obtain this, we can compute the similarity matrix $\delta$ in which at position $(i, j)$ we have stored the similarity measure $d(f_i, f_j)$ between the elements $i$ and $j$. Now the idea is to find $n$ points in a 2-dimensional space so that the Euclidean distance among them matches the distances of the matrix $\delta$. Kruskal [22] then defined a closeness function to minimize that determines the positions in the 2D space where the returned images have to be located. We can see in Figures 11 and 12 an example of visualization with multidimensional scaling for the George Washington and Barcelona Cathedral collections respectively.

![Figure 11](image1.png)

**Fig. 11.** Example of the multidimensional scaling visualization for the query *Company* (plotted in dark gray) in the GW dataset with SIFT features.

We can see that such visualization provides much more information than a simple ranked list. Not only we have information about how the returned word resembles the query, but also how similar retrieved words are among them. We usually see in those spaces how false positive words tend to be clustered together in the outer parts of this space.

Finally, we have been flirting with the idea of presenting to the user a three-dimensional model of the documents in which the words that are similar to the ones the user has queried start to “pop out” of the page. As a first draft of this idea we have synthetically generated a 3D anaglyph image that simulates different depth levels from the document page. We use the red-cyan anaglyph
image framework. A random speckle noise has been used to model a fake background. Each black pixel from the background have their red and cyan associated points at a certain displacement. Binary versions of the document words are then added to the background with a more accentuated displacement between red and cyan channels. Finally, given a query, the retrieved words that surpass a certain threshold present an emphasized displacement between its red and cyan parts so the word seem to protrude from the document image. We can see an example of this anaglyph image in Figure 13. Of course this visualization has just an aesthetic added value, whereas the use of multidimensional scaling actually delivered added information.
8 Conclusions and Discussion

In this paper we have presented a study on the inclusion of the user in the loop in a handwritten word spotting scenario. By asking the user to cast several queries instead of a single one or to provide relevance assessments on the retrieval results, we achieve significant increases of performance. Several off-the-shelf methods have been implemented and the performance increase has been demonstrated using two datasets of historical handwritten documents and two baseline word spotting approaches based on a bag-of-visual-words model have been proposed.

Considering that word spotting is a retrieval application, it should be natural that user interaction mechanisms such as relevance feedback are also taken into account when proposing new word spotting scenarios. In our particular
setup, the best results were obtained by using the Ide dec-hi method when asking few relevance assessments to the user, whereas when it is feasible to ask for more manual effort from the user, the performance of the relevance score method is also competitive.

As a future research line, we would like to extend this user interaction to other word spotting methods. Here the main problem we face is that most of the tested methods are just valid when the queries are represented by a feature vector of fixed size. Many times, handwritten words are represented by features extracted from columns or sliding windows, such as in [30]. In those cases early fusion strategies are hard to apply as well as query reformulation based relevance feedback strategies as the Rocchio or Ide methods.

Two different alternative ways of visualizing the results have been proposed instead of showing the results in a ranked list. The use of multidimensional scaling has been used as a more attractive, useful and informative way of presenting the results to the user for image retrieval applications and can as well benefit handwritten word spotting applications.
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